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1 Introduction

1.1 What is automatic text summarization?

According to [Man01], "the goal of automatic summarization is to take &orimation source, extract content
from it, and present the most important content to the user in a condéarsednd in a manner sensitive to the
user’s or application’s need”.

1.2 Sentence Extraction

Extractive summarization is a very robust method for text summarizatiinvolves assigning salience scores to
some units—usually sentences or paragraphs—of a document or a set obdtxand extracting these with the
highest scores.

1.3 The MEAD System

MEAD is a publicly available toolkit for multi-lingual summarizati and evaluation. The toolkit implements
multiple summarization algorithms (at arbitrary compression rates) as position-based, Centroid[RIB00],
TF*IDF, and query-based methods. Methods for evaluating the qudlityeosummaries include co-selection
(precision/recall, kappa, and relative utility) and content-based measusisgceord overlap, bigram overlap).

MEAD v1.0 and v2.0 were developed at the University of Michigan in 2800 early 2001. MEAD v3.01
—v3.06 were written in the summer of 2001, an eight-week summer wopksh Text Summarization was held
at Johns Hopkins University. Seéutp://www.clsp.jhu.edu/ws2001/groups/asmd for workshop
information. The workshop final report [RT82] is also available from the JHU site. As of Version 3.07,
MEAD has been back to the University of Michigan, undergoing contingdewslopment by the Computational
Linguistics And Information Retrieval (CLAIR) group. The mostent version of the documentation and soft-
ware is 3.10. As of MEAD 3.10, addons have been merged with the main patkadre still available at
http://www.summarization.com/mead/addons . Addons are described in sections 10 and 13-17 of
this document.

MEAD is written in Perl and requires several XML-related Perl modules ancimnreal software package to
run. Also, a number of other modules and packages can be used in variousiandesf MEAD. A full list of
these software packages is included in the Downloading and Installaiios.

MEAD is intended to be used with multiple languages. The MEAD systensgammarize English documents
on all POSIX-conforming operating systems (Unix, Linux, etc.). ME&an also summarize Mandarin Chinese
documents on some POSIX operating systems.

Because of the inconsistencies in encodings, we have only tested MEARudadvin Chinese on certain
versions of the Solaris operating system and some versions of Liiease contact the mailing list (see below) if
you are interested in porting MEAD to new OS’s. Adding new (humanyuages should also be relatively easy,
especially languages that use common character sets.

1.4 MEAD Functionality

MEAD can perform many different summarization tasks. It can summarizeiéhgil’documents or clusters of
related documents (multi-document summarization).

MEAD includes two baseline summarizers: lead-based and random. Lead-basedr&srare produced by
selecting the first sentence of each document, then the second sentence of eachi] #ie. dasired summary
size is met. A random summary consists of enough randomly selected senfemrethé cluster) to produce a
summary of the desired size.

MEAD has been primarily used for summarizing documents in Englistrdoeintly, Chinese capabilities have
been added to the publicly available version of MEAD. We regret to mfitlve reader that Chinese summarization
is in the alpha stage and may fail, depending on the encoding used andttbenpl We envision it being relatively
easy to coerce MEAD to produce summaries of other languages as well, but evgdtaw back up this claim.

Query-based summarization is often used in natural language circles, and c®ifrcidentally) included in
MEAD as well. A later section of this document details query-based summarizatMEAD.

The MEAD evaluation toolkit (MEAD Eval), previously available aseparate piece of software, has been
merged into MEAD as of version 3.07. This toolkit allows evaluatibtneman-human, human-computer, and
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computer-computer agreement. MEAD Eval currently supports two generadglaggvaluation metrics: co-
selection and content-based metrics. Co-selection metrics include precgsiah, Kappa, and Relative Utility,
a more flexible cousin of Kappa. MEAD's content-based metrics are costiiel{ uses TF*IDF), simple cosine
(which doesn’t), and unigram- and bigram-overlap. Relevance correla®previously been used in conjunction
with MEAD, but is not included with the current distribution. MIEAEval has its very own section, near the end
of this document.

1.5 Sample Use Cases

MEAD can be used in a variety of scenarios; here are a few in which MEAD can aoimendy. MEAD can
be used to evaluate an existing summarizer. Users can use the MEAD frekrtevboiild a summarizer entirely
from scratch or they may reuse existing pieces of MEAD. MEAD can be usechtaate the impact of a new
sentence feature on the summarization process or to test a new evaluation met

2 Downloading and Installation
2.1 Downloading the MEAD Distribution

Several versions of MEAD, including the current version, 3.07, caroabbaded from the MEAD web site:
http://tangra.si.umich.edu/clair/mead

MEAD-3.07.tar.gz contains everything you need to get started using HAD.

2.2 External Software

External software is either used directly by MEAD (e.g. Perl and Perl nesjlur in various applications of
MEAD (e.g. Support Vector Machines (SVM) to train MEAD). Required wifte includes a recent release of
Perl itself, and several modules. Optional software includes severl@#nl modules and some non-Perl related
software packages. A full list is given below.

We have included the essential packages of external software with the Mi&ibution, but if you wish to
download them and other useful packages yourself, the most recent versidwesfoand on CPAN (www.cpan.org).
Note that the versions of the modules included with the MEAD diistion may be out of date. The user may
download the latest versions from CPAN (www.cpan.org) and instaththimself.

MEAD?’s installation script will install all the required modules oauyr system, if they are not present. How-
ever, MEAD doesn'tinstall the modules as the superuser, so they gesrgtally available to other Perl programs.
If you want these modules installed in the regular Perl way, you shHostdll them yourself. Again, see CPAN
(www.cpan.org) for instructions on how to install Perl modules.

e Perl 5.5 or above

— http://lwww.perl.com
— MEAD will likely work for any version of Perl at or above 5.0, but thésNOT guaranteed.

XML::Parser - required
— http://www.cpan.org/authors/id/C/CO/COOPERCL/XML-Parser.2.30.tar.gz

Expat — required

— http://sourceforge.net/projects/expat/
— Expat is a publicly available parsing tool used by the XML.::Parseruteod

XML::Writer - required
— http://www.cpan.org/authors/id/DMEGG/XML-Writer-0.4.tar.gz
e XML::TreeBuilder - required



MEAD User Documentation

— http://www.cpan.org/authors/id/S/SB/SBURKE/XML-TreeBuilder-3.08.tar.
gz

e Text:lconv - required

— http://search.cpan.org/CPAN/authors/id/M/MP/MPOITR/Text-lconv-1.2.tar.
gz

e Support Vector Machines (SVM) - optional

— http://ais.gmd.de/\"http://www.cs.cornell.edu/People/tj/svm_light/
— SVM can be used to train MEAD's classifier.

e SMART - optional

— ftp://ftp.cs.cornell.edu/pub/smart/
— for evaluation by Relevance Correlation

e LT-XML - optional

— http://www.ltg.ed.ac.uk/software/xml/index.html

— This software can be used to check an XML document against the DTD that spésifasr. It is
highly recommended that you use this or similar software.

2.3 Installing MEAD

1. You must have Perl installed to install MEAD. The English exaapéferred to in this documentation have
been tested with Perl 5.6.0 on Solaris 5.7 and Linux (kernel 2.2 andThé)Chinese examples have been
tested on Linux (kernel 2.2) with Perl 5.6.0.

2. Unpack MEAD-3.07.tar.gz. Several directories will be created. Of cothieegbsolute paths to each of
these conceptual directories will be different from machine to machinerdgan fnstallation to installa-
tion). Thus, when you see $SMEADDIR or another conceptual subdirectory in this documentation,
substitute the appropriate directory on your machine.

e SMEAD _DIR = the result of the unpacking process. This is the base directoeyeAMEAD is to be
installed.

e $BIN_DIR = $MEAD_DIR/bin
This directory contains MEAD executables, including mead.pl, drivearpd MEAD's core classifiers
and rerankers.

e $SCRIPTSDIR = $BIN_DIR/feature-scripts
This subdirectory of $BINDIR contains MEAD feature scripts.

¢ $LIB_DIR = $SMEAD_DIR/lib
The $LIB.DIR directory contains Perl modules used by MEAD.

¢ $DOCSDIR = $MEAD_DIR/docs
Documentation is kept here.

e $DATA DIR = $MEAD_DIR/data
Example clusters live here.

e $DTD._DIR = $SMEAD_DIR/dtd
DTDrs for all the MEAD XML objects are kept here.

e SETCDIR = $SMEAD_DIR/etc
contains IDF DBM files and possibly other peripheral resources.

e $USERDIR = $MEAD_DIR/user
contains a sample .meadrc file (NOTE: it's really there, you may havertdisu-a” to display it,
though.) and a sample mead/data directory that a user might have iorhésdirectory.
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3. Before running the installation script, you may want to check if yaetthe four required modules installed
and install them in the normal Perl manner. If you don’t have a Perl teddstalled, MEAD’s install script
will automatically install a copy that only it can use, so if you plan omdoXML-related work in Perl, it
may well be worth your while to install these modules yourself beifwstalling MEAD.

Note that if at some later time, you install any of the four required nrexjypre-existing versions on MEAD
will not use them. You must re-install MEAD if you really want it toangour newly installed modules.

4. From $MEADDIR, run “perl Install.PL ”. This installs any needed modules that were not previ-
ously on your system, automatically changes the #! directives in all Pgitsto the correct path for your
system, updates a MEAD path variable in the MEAD::MEAD module, anldisEinglish and Chinese IDF
DBM files in your architecture’s specific format.

If you experience installation-related problems with MEAD, refeinistall.PL 's output when contact-
ing the MEAD team.

3 Simple MEAD tutorial

In the following, we present the basic just about all one needs to E&M

3.1 An Example Cluster: GA3

On August 23, 2000, a Gulf Air Airbus crashed off the coast of Bahrathé Persian Gulf. This disaster triggered
hundreds (probably thousands) of online news articles in thewwitpdays and weeks. Many of these articles
were collected as a sample cluster on a large news story.

Three such documents (in docsent format) are included with the MEADKdisbn as an example cluster.
These documents were selected from a much larger set of documents on theér@tdfA, thus explaining their
somewhat cryptic names: articles 41, 81, and 87. This cluster is locatked 3BDATA_DIR/GAS3 directory and
has the following structure:

$DATA_DIR/GA3/GA3.cluster
/IGA3.config
/GA3.10.extract
/GA3.20.extract
/GA3.sentjudge
/IGA3.query
/docsent/*.docsent
[feature/GA3.*.sentfeature

TheGA3directory contains a cluster file, GA3.cluster; a config file, GA3.config;éwtract files, one at 10%,
the other at 20%; a sentjudge file; an example query file; and subdireatoritsining docsent files and feature
files. Each of these types of files will be explained in detail in later sectibos purposes of summarizing the
cluster, only the cluster and docsent files are needed:

$DATA DIR/GA3/GA3.cluster
/docsent/*.docsent

The mead.pl script assumes (by default) that a cluster has this struttmim@lly, a cluster file in the direc-
tory and a subdirectory named docsent containing all the docsent files nathedciuster file), unless the user
tells the script otherwise (See the section on .meadrc files for housttitme, although this is not required.). For
now, stick to this structure. Note that MEAD’s $DATBIR is by default not writable except by the user who
installed MEAD. The GA3/feature directory, which is a by-product einsnarization, is already created. If it
were not, MEAD would run into problems.
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3.2 Summarizing the GA3 cluster

For the purpose of these examples (and to make them easier to read), we #sauwe’re in thesBIN_DIR
directory. MEAD can be run from other directories by correctly specifyimg path to mead.pl. To go to
$BIN_DIR , use the following commandeplacing $BIN_DIR with the corresponding path on your ma-
chine.

% cd $BIN_DIR

Alternately, one can appe®BIN_DIR to the PATH environment variable, which will effectively do the same
thing. On my machine, the following command does the job.

% export PATH=$PATH:$BIN_DIR

where $BINDIR is the conceptual directory described in the Installation Sectiors dlhbve command may
be a bit confusing, as $XXX is used in an overloaded manner in this docurist of all, Perl’s scalar vari-
ables are named beginning with a '$’. We have tried to keep the referencPerlovariables to a minimum in
this document. Second, Unix, Linux, etc. environment variables bedgmavi$’. However, the only environ-
ment variable mentioned in this document is PATH ($PATH). Also, tlisument uses $XXX to refer to one of
MEAD’s conceptual directories. These conceptual directories are as listed@viays section; when in doubt,
assume that a word beginning with a '$’ is a conceptual directory. Amrgre, given that your $BINDIR is
located at /usr/mead/bin, is:

% export PATH=$PATH:/usr/mead/bin

In general, MEAD is run as follows:

% ./mead.pl [options] cluster_name

Here are some examples of summarizing the GA3 cluster.

% ./mead.pl GA3

summarizes the GA3 cluster and writes a summary to the standard output.

% ./mead.pl -extract GA3

writes an extract to standard output.

% ./mead.pl -words -absolute 100 GA3
% ./mead.pl -w -a 100 GA3

write a summary of about 100 words to standard output. By defaullAM& compression basis is “sen-
tences” and by default, MEAD will give a 20 percent summary.

% ./mead.pl -sentences -percent 10 GA3
% .mead.pl -s -p 10 GA3

In this example, the “-sentences” (or “-s”) is unnecessary, as that is the eféid user may also specify
an absolute number of sentences to extract, or a percentage of words. In geneénahless stated otherwise),
mead.pl's options mix and match well.

% ./mead.pl -extract -output GA3.extract GA3
% ./mead.pl -output ../data/GA3.summary GA3

10
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These examples make use of the -0 (-output) option. This writesulut (be it a extract, summary, or
meadconfig object) to the specified file instead of the standard output.

% ./mead.pl -RANDOM GA3
% ./mead.pl -system RANDOM GA3

% ./mead.pl -LEADBASED GA3
% ./mead.pl -system LEADBASED GA3

The above examples produce random and lead-based summaries, respectivggyera, the “-system”
option just gives a name to the configuration that you're using. “RANDOM” and “LEADBASED” systems
are special in that when you specify either of these systems, special classifieesakers are used, instead of
the default ones.

The user can specify non-standard classifiers and rerankers usircjatefier and-reranker  op-
tions, respectively. For more information on classifiers and rerankerarardow to write new ones, see the
appropriate section.

The user can also specify alternate scripts to calculate the default featureth,lRogjtion, and Centroid; or
add new features using thieature  option. See the MEAD Architecture Section for how to do this (and why
you might want to).

If you just want to give a name to the configuration, then you can say:

% ./mead.pl -system MySystem GAS3

Note that the name of your system cannot start with a hyphen. This calis®B kb think that no argument to
the system option is given and that the name of your system is theomxhand line option. Obviously, MEAD
may do something unpredictable. If you push the envelope when usingMEAay collapse around you.

3.3 So what does mead.pl really do?

mead.pl is really just a (hopefully) smart wrapper around the core MEARdscript, driver.pl, which is in
turn a wrapper around MEAD’s feature scripts, classifiers, rerankerssdteaicapsulates the functionality of
extract-to-summary.pl and the now-defunct write-config.pl.

First of all, driver.pl takes as input (to its standard input) a meadgafifject and writes an extract object
to its standard output. (Both of these objects are described in detailurefsections.) In between, driver.pl is
responsible for creating any specified features that don’t already exist aimgj¢hé classifier and reranker. For
more information on these pieces of MEAD, see the appropriate sections.

MEAD does not automatically check that feature files are up to date, or evendlyatbcify features for the
right cluster. If you change the cluster by adding, removing, or nygaifthe documents, you MUST remove
the old sentfeature files as well (these are usually stored in the “featurdireatory of each cluster) to avoid
getting junk summaries or simply crashing MEAD. However, this aspe®tEAD can be useful when the user
has already had such features computed. As an example, in the Document Undeystaomderence (DUC)
competition, participants were given the number of words each sentencenezht&ince segmenters may seg-
ment a given sentence differently, resulting in different sentence lengg¢hgut the given length calculations in a
feature file in the feature directory, thereby avoiding potential msxup

If you wish to have MEAD automatically replace old sentfiles with recoragwiersions, you must explicitly
specify thefeature_cache_policy delete option or therecompute feature option. See the section
on command-line options to mead.pl for more information abouttéisgvior.

The above is the limit of driver.pl’s functionality. It does not éakommand-line arguments and it cannot
output summaries or meadconfig files. The mead.pl script was created to eddlls meadconfig XML object
suitable for feeding to driver.pl and to receive driver.pl’s outposgibly creating a summary from the returned
extract.

3.4 How mead.pl locates clusters

One of the major benefits of mead.pl is that it does its best to locate dubktdraren’t immediately available.
This is an improvement over the operation of driver.pl and mead-config &ilesvith this approach, the user
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must explicitly specify the full path to the cluster. mead.pl locatestetasy checking for the cluster in some
predefined locations (e.g. the /mead/data directory in the user's hoewtaty, if present) as well as user-
defined locations (viadata_path  options to the command line amidta_path in .meadrc files). mead.pl's

procedure is as follows:

1. mead.pl checks if the cluster argument specified is an absolute path.tidbuse that path. Example:
% mead.pl /usr/home/mead/data/GA3

2. mead.pl checks if the cluster argument is a subdirectory of the currenotatiy. If it is and an appropriate
cluster file exists in the subdirectory, that directory is used.

3. Command-line datpath options to mead.pl are checked next. The user may specify one dirextory,
multiple directories separated by colons (:).

4. mead.pl checks the user’'s .meadrc file for a giettin option. Each colon-separated directory is checked for
the cluster. If the -meadrc command-line option is specified, mead.pl ctietkmeadrc file instead.

5. The user’'s /mead/data directory is checked next. If the directory daegst, this step is ignored.
6. Any datapath options in $MEADDIR/.meadrc are checked.

7. Finally, MEAD's data directory, $DATADIR, is checked. Note that this is a last-ditch effort to find the
cluster. Also, this makes the examples more readable. :)

3.5 Command-line options to mead.pl

Most users will only use the first several of these options. Thesaemmomoptions have already been detailed
above.

What follows is a full listing of the command-line options for mgaldNote that the options for .meadrc files
(described in a future section) make use of these same options.

e -help ,-?
print help information and exit. Help info consists of the list eh#able options and is meant to be a
reminder of what options are availablgt a comprehensive how-to. Refer to this section for how to use
each option.

e -summary
produce a summary (This is the default.)

e -extract
produce an extract (instead of a summary)

e -meadconfig
produce a meadconfig object (instead of a summary or extract).

e -centroid
produces centroid information

e -Scores

can specify a non-standard feature set, which will be the features print¥dy amon-standard classifier,
which computes the composite scores.

e -output_mode mode
mode can be either “summary”, “extract”, or “meadconfig”. The -summary, -extxadt;meadconfig op-
tions are shorthand for “-outpumode summary”, “-outputode extract”, and “-outpunode meadconfig”,

respectively.

12
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e -basis basis, -b basis, -compression_basis basis
The argument can be either “words” or “sentences”. See below.

e -sentences, -s
produce a summary whose length is either an absolute number or a peraartasyaumber osentences
of the original cluster. (This is the default.)

e -words, -w
produce a summary whose length is either an absolute number or a percgtag@umber ofvordsof
the original cluster.

e -percent num, -p num, -compression_percent num
produce a summary whose length is num% the length of the origirstbel(The default is -percent 20)

e -absolute num, -a num, -compression_absolute num
produce a summary whose length is num (words/sentences) regardtbsssife of the original cluster.
NOTE: if both -percent and -absolute are specified, MEAD’s behavior mayragic.

e -system sys
give the configuration the name “sys”. Except for the special cases RANDOMEBADBASED, this just
adds this field to the extract.

¢ -system RANDOM, -RANDOM
produce a random summary (and name the system “RANDOM").

e -system LEADBASED, -LEADBASED

produce a lead-based summary, selecting the first sentence from each doduemethig tsecond sentence,
etc.. (and name the system “LEADBASED”). NOTE: RANDOM and LEADBASEBtems override any
classifier, reranker, and features that may be specified.

e -feature_cache_policy policy, -fcp policy
policy can be either “keep” or “delete”. The “delete” option forces MEAD to recompiltfeatures while
“keep” makes MEAD use cached featuresent files if they are available. “keep” is thdtdetting. Cache
settings given to individual features will override this option.

e -classifier commandline

use the specified classifier instead of the default. NOTE: if the classifiemamithtakes arguments, make
sure to enclose the commandline with quotes to make the shell intérased single argument. However,
when specifying a classifier in a .meadrc file, quotes are not necessary.

o -feature name [-recompute] commandline

add a feature named “name” whose feature script is run by “commandline” tedhaé set or replace the
existing feature of the same name. If the optional “-recompute” flag is fspecMEAD will force this
feature to be recomputed (instead of looking for cached featuresent filebe ‘Hrecompute” flag is not
specified, MEAD will look for cached sentfiles based on the -feata@hepolicy option. See the note for
-classifier about how “commandline” must be formatted.

NOTE: this option takes more than one argument, as opposed to theheagt,take only one.

e -reranker commandline
use the specified ranker instead of the default. See the NOTE for -classifier.

¢ -lang language

The default is “ENG”. This option doesn't really do a whole lot currgn8ince mead.pl doesn’t currently
do Chinese summarization, you’'ll probably never have to specify “CHIN do summarizaton in Chinese,
refer to the appropriate section (you'll have to use the old-fagiidaneadconfig file method).
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¢ -data_path path

look for the target cluster in each of the directories specified by path. The ofihe cluster (the last thing
on the command line) is appended to each element of path. Each of these constractedes is checked
to see if it contains the cluster (and the desired directory structure) aslabin the beginning of this
section.

The user can specify multiple directories by separating two directoriésandblon, e.g., “/usr/mead/data:-
lusr/local/clusters/".

Any datapath options given in the user’s and system’s .meadrc files are appendiedsiarch path. The
search begins in the current directory, regardless of whether “.” was actyedbified in any datpath
option (command line or .meadrc file).

e -Cluster_dir dir
look for the target cluster in the specified directory ONLY. This blocksdatapath arguments provided.

If this option is specified, the cluster file MUST be in the argumentii®aption (not in a subdirectory, nor
a directory with the same name as the cluster).

NOTE: use this option sparingly. Probably the only time whes tption should be used is when there
are multiple clusters named the same thing in different pieces ofpddba(which can be specified in the
.meadrc files).

e -docsent_dir dir
look for docsent files in the specified directory, instead of some subdiyeat the cluster directory.

o -feature_dir dir

look for and/or output feature files in/to the specified directorygiadtof some subdirectory of the cluster
directory.

e -docsent_subdir subdir

look for docsent files in the specifieibdirectory of the cluster directory. By default, this is “docsent”.
This option is supported in order to conform to the cluster filecstmes used by older systems.

e -feature_subdir subdir

look for feature files in the specifieibdirectory of the cluster directory. By default, this is “feature”. This
option is supported in order to conform to the cluster file structusesl by older systems.

e -meadrc rcfile

use the specified .meadrc file instead of the one (possibly) located irséinis home directory. You must
supply the entire path (including the filename) of the new rc file.

4 Advanced MEAD

4.1 Specifying summaries using mead-config files
Prior to version 3.07, MEAD was used like

% cat ../data/GA3/GA3.config | ./driver.pl > ../data/GA3/GA3.xx.extract

which produces an extract file in the ../data/GA3 directory. The above emrdassumes that ../data/GA3/GA3.config
is a mead-config file that specifies the desired summary, including conmgpreasss, etc.

If one wanted a summary, then he would run

% ./extract-to-summary.pl ../data/GA3/GA3.cluster ../data/GA3/docsent \
../data/GA3/GA3.xx.extract
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which writes a summary to the standard output. Of course, this can bectsdi to a file, e.g. ../data/GA3/GA3.xx.summary.
Now, the user can instead run

% ./mead.pl -0 GA3.xx.summary GA3

(or)
% ./mead.pl -p 17 -w -0 GA3.17.pct.words.summary GA3

Of course, the old ways of doing things, catting files to driver.pl asidgiextract-to-summary.pl still work,
but it is recommended that all but the most die-hard of MEAD puristthéfe are such individuals) use mead.pl
instead.

Regardless, there are probably instances where using a config file isapieferspecially with aberrant file
structures, etc. In such a case, you can use mead.pl to produce a meadcon&mfil¢éh@“-meadconfig” option)
and then modify the resulting config file. Alternately, you can write yown meadconfig file from scratch.
Obviously, the latter is not recommended.

4.2 Using .meadrc files to specify defaults

Many Unix-style applications allow specification of options usingfilas. These “dot files” allow the user to
specify options in a file without having to type them in at the comniaredeach time MEAD is used.

The mead.pl script reads two rc files and uses the options they specify NFEAD reads the file: SMEAIDIR/-
.meadrc, which contains system-wide defaults. Next, MEAD reads thesussgadrc file. By default, MEAD
looks for a file named .meadrc in the user’'s home directory. (Thisiily fsiandard in Unix-style apps.) Alter-
nately, the user can specify a different rc file with

% ./mead.pl -rc new.meadrc

This allows the user to create many different configurations for MEADavit having to specify many op-
tions on the command line. If the user wishes to ignore the .meadiu fils/her home directory (if there is one),
then specify a non-existent file, as in

% ./mead.pl -rc none

given that no file named “none” exists in the current directory.

Specifying a meadrc file is as easy as creating a file named .meadrc in your hegtergiand adding any
number of options, one per line. Figure 1 is a sample .meadrc file vépiebifies that mead.pl should run in
extract mode instead of the default summary mode, and produce summaties t#verage are about 200 words
in length. Also, the RANDOM special system is specified. This means thdbmamaseline summaries will be
produced. Note that it's probably not a good idea to specify the RANBgstem in a .meadrc file, as this system
is intended as a baseline for evaluation of high-quality summarizésgtample is for illustrative purposes only.

compression_basis words
compression_absolute 200
output_mode extract
system RANDOM

Figure 1: Sample .meadrc file

The options supported in .meadrc files afmostidentical to those supported by mead.pl via the command
line. Note that the an rc file does not have to be named .meadrc; such a file ambd anything allowable on the
platform. However, names that include “meadrc” in some way (e.g. “meadrc2iy atleer users a more intuitive
understanding of which files do what. Additionally, secondary .meadrs §hould probablgot be dotfiles, as
they may get lost or forgotten. Note also that mead-config files generalip érmbnfig” or “.meadconfig”, which
means that non-sadists should avoid using these extensions inghanaadrc files.
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A .meadrc file can currently have all the following options that a meapltake as command-line options
(without the hyphens). Those command-line options that havert‘$tamd” versions (e.g. “-summary”, “-p
20", and “~“RANDOM?”) should be expanded to their more/most verbose eessi-outputmode summary”, “-
compressiorpercent 20", “system RANDOM?”, respectively. A few other common options ursesheadrc files
are “compressiafasis” and “datgath”.

The “feature”, “classifier”, and “reranker” options all involve specifying stsi@and any needed arguments)
for MEAD to run via the command line. When specifying them as argumentsetd.pl, they should appear in
guotes so the shell will group the script and its arguments as oneltewever, when specifying these options in
a.meadrcfile, no quotes are needed. In the case of “feature” options, the gezopdf non-spaces is taken to be
the feature name and the remainder of the line is taken to be the sctiptafguiment, if necessary). Everything
after “classifier” or “reranker” is taken to be the script and arguments.

Figure 2 shows a .meadrc file that specifies a “gmth” option, as well as a nonstandard feature and a new
classifier command that uses that feature. See the appropriate sectionsdanfmonation on features, feature
scripts, and classifiers.

compression_basis words
compression_absolute 200
output_mode meadconfig

# Notice the '’ separating two directories.
data_path /usr/homel/winkela:/usr/home/winkela/data

# This is a comment.

# Note that the ' on the next line indicates a continuation

# of that line.

feature SimWithFirst \
[clair4/mead/bin/feature-scripts/SimWithFirst.pl

# Note that we don’'t need quotes here...
classifier /clair4/mead/bin/default-classifier.pl Length 9 \
Centroid 1 Position 1 SimWithFirst 1

Figure 2: A more adventurous .meadrc file

Although the .meadrc files can have an option that can be specified on the cdrineato mead.pl, some
options should not in general be specified in .meadrc files. One sucmapticdusterdir”, which specifies the
only place where MEAD should look for the cluster file.

For a full listing of the options that .meadrc files can have, see thepppte section in the Getting Started
section on mead.pl command-line options or tygmead.pl -help " from $BIN_DIR .

5 MEAD XML Objects

This subsection describes the XML objects used as input to and outputMiEBAD, as well as communication
between the different components of MEAD. The DTDs describing theseshjsed are listed at the end of this
document.

5.1 Common Objects

By “Common Objects”, we mean objects that are often used directly by the useseTnclude the mead-config,
cluster, docsent, extract, and summary objects. Mead-config objects and ekjemts are the input and output,
respectively, of driver.pl. mead.pl and extract-to-summary.pl can patpaumary objects. And of course, cluster
and docsent objects represent the actual cluster to be summarized.
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5.1.1 mead-config

The MEAD driver program&BIN_DIR/driver.pl ) reads a mead-config file from its standard input. This file
specifies several pieces of information that it needs to summarize a clustediing the location of the cluster,
the features to compute and where to store them on disk, the classifig {with any arguments), the reranker
to use, and the desired summary size. Figure 3 shows an example mead-onfig fi

<MEAD-CONFIG TARGET='GA3 LANG='ENG’ CLUSTER-PATH='/clair4/mead/data/GA3’
DATA-DIRECTORY='/clair4/mead/data/GA3/docsent’>

<FEATURE-SET BASE-DIRECTORY='/clair4/mead/data/GA3/feature/’>
%CHANGE

<FEATURE RECOMPUTE="true’ NAME='Centroid’
SCRIPT=/clair4/mead/bin/feature-scripts/Centroid.pl HK-WORD-enidf ENG’/>

<FEATURE NAME="Position’
SCRIPT=/clair4/mead/bin/feature-scripts/Position.pl’/>

<FEATURE NAME='Length’
SCRIPT=/clair4/mead/bin/feature-scripts/Length.pl'/>
</FEATURE-SET>

<CLASSIFIER COMMAND-LINE="/clair4/mead/bin/default-classifier.pl \
Centroid 1 Position 1 Length 9° SYSTEM="MEADORIG’' RUN='10/09'/>

<RERANKER COMMAND-LINE="/clair4/mead/bin/default-reranker.pl MEAD-cosine 0.7'/>
<COMPRESSION BASIS='sentences’ PERCENT="20"/>

</MEAD-CONFIG>

Figure 3: An example Mead Config object

We now describe the functions of the various elements of a mead-confqélleheir attributes:
e <MEAD-CONFIG>

— LANG: the language of the cluster (currently “ENG” or “CHIN")
— CLUSTER-PATH: Path to the .cluster file you want to summarize
— DOC-DIRECTORY: Path where the source documents in docsent formatcatet

— TARGET: The name of the cluster file (without the .cluster or dirggtor
Thus, if you want to summarize the cluster defined by /usr/home/datat@iger, TARGET = “GA3”

e <FEATURE-SET>
— BASE-DIRECTORY: Path where MEAD will look for and/or produce featsi
e <FEATURE>

— NAME: The name of the feature to use

— SCRIPT: The full-path command (including options) to run theparsed to generate this feature if it
does not exist in BASE-DIRECTORY (above). Note: DOC-DIRECTORYdve) will be appended
as an argument to this command when the feature script is run. See the seckieatures for more
information.

— RECOMPUTE: either “true”, “false”, or unspecified. MEAD will force this feeduo be recomputed
if set to “true” (even if a sentfile for this feature exists).

o <CLASSIFIER>
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— COMMAND-LINE: Command to call the classifier to be used, including athoeand-line arguments
¢ <RERANKER>

— COMMAND-LINE: Command to call the reranker to be used, including all speand-line arguments
¢ <COMPRESSION

— BASIS: sentences or words

— PERCENT: length, in percent of the size of the full cluster (in the $getBASIS), that the summary
should be

— ABSOLUTE: length, in absolute number of sentences of words (as specyfieddis), that the sum-
mary should be. Note that exactly one of PERCENT and ABSOLUTE sHmugpecified.

5.1.2 Cluster

A cluster object lists the names of the documents that will be summarizgparer4 shows the cluster file for the
GA3 cluster. Each DID corresponds to a file named $DID.docsent in the GABck docsent subdirectory, e.g.
$DATA DIR/GA3/docsent/41.docsent.

<?xml version='1.0'?>
<IDOCTYPE CLUSTER SYSTEM ’/clair4/mead/dtd/cluster.dtd’>

<CLUSTER LANG=ENG>
<D DID="41" />
<D DID="81" />
<D DID="87" />

</CLUSTER>

Figure 4: An example Cluster object

5.1.3 Docsent

A Docsent object is a document segmented into sentences. Figure 5 shdinsgt $everal sentences from docu-
ment 41 from the GA3 cluster.

5.1.4 Extract

An Extract contains a list of sentences that will be used in the summaryer®as are sorted in the order they
appear. Figure 6 shows a seven-sentence extract of the GA3 cluster.

5.1.5 Summary

The Summary is the final output from the summarization process. KateSummary objects are not XML-
compliant. Instead, they are meant to be the human readable output of MEAD

5.2 Less Common MEAD Obijects

This category of MEAD objects are used by driver.pl and may be used bys#refor instance, when using the
relative-utility.pl script to evaluate an extract.

5.2.1 SentFeature

A sentfeature object assigns (possibly several) feature scores to each sentenlksster. Figure 8 shows a few
selected lines from the Centroid sentfeature file for the GA3 cluster.
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<?xml version="1.0" encoding="UTF-8'?>
<IDOCTYPE DOCSENT SYSTEM ’/clair4/mead/dtd/docsent.dtd’>

<DOCSENT DID='41" LANG="ENG’>

<BODY>

<HEADLINE>

<S PAR="1" RSNT="1" SNO="1">Egyptians Suffer Second Air
Tragedy in a Year </S>

</HEADLINE>

<TEXT>

<S PAR=2" RSNT=1'" SNO="2">CAIRO, Egypt -- The crash of a
Gulf Air flight that killed 143 people in Bahrain is a disturbing
deja vu for Egyptians: It is the second plane crash within a

year to devastate this Arab country.</S>

<S PAR=2" RSNT="2" SNO="3'>Sixty-three Egyptians were on
board the Airbus A320, which crashed into shallow Persian Gulf
waters Wednesday night after circling and trying to land in
Bahrain.</S>

<S PAR=2" RSNT='3’ SNO="4'>0On Oct. 31, 1999, a plane carrying
217 mostly Egyptian passengers crashed into the Atlantic Ocean
off Massachusetts.</S>

<S PAR=2" RSNT='4" SNO='5'>The cause has not been determined,
providing no closure to the families, whose grief was reopened
this month with the release of a factual report by the National
Transportation Safety Board.</S>

</TEXT>

</BODY>

</DOCSENT>

Figure 5: An example Docsent object

<?xml version="1.0" encoding="UTF-8'?>
<IDOCTYPE EXTRACT SYSTEM ’/clair/tools/mead/dtd/extract.dtd’>

<EXTRACT QID="GA3" LANG=ENG’' COMPRESSION="7"
SYSTEM="MEADORIG’ RUN="'Sun Oct 13 11:01:19 2002>
<S ORDER='1" DID='41' SNO="2" />

<S ORDER='2" DID='41' SNO='3" />

<S ORDER='3" DID='41' SNO="11" />

<S ORDER='4’ DID="81" SNO="3" />

<S ORDER='5’ DID="81" SNO="7" />

<S ORDER='6’" DID="87" SNO="2" />

<S ORDER='7" DID='87" SNO=3" />

</[EXTRACT>

Figure 6: An example Extract object
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[1]The Disaster Relief Fund Advisory Committee has approved a
grant of $3 million to Hong Kong Red Cross for emergency relief
for flood victims in Jiangxi, Hunan and Hubei, the Mainland.
[2]Together with the earlier grant of $3 million to World Vision

Hong Kong, the Advisory Committee has so far approved $6 million from the
Disaster Relief Fund for relief projects to assist the victims

affected by the recent floods in the Mainland.

[3]The Disaster Relief Fund Advisory Committee has approved a
grant of $3 million to the Salvation Army for emergency relief

for flood victims in Hunan and Guangxi, the Mainland.

[4]The Disaster Relief Fund Advisory Committee has approved a
grant of $5.39 million to Medecins Sans Frontieres for emergency
relief for flood victims in Hunan, Sichuan and Yunnan, the Mainland.
[5]To ensure that the money will be used for the purpose
designated, the Government has required Medecins Sans Frontieres
to submit an evaluation report and audited accounts on the use of
the grant after the project has been completed.

Figure 7: An example Summary object

<?xml version="1.0"?>

<SENT-FEATURE>

<S DID="87" SNO="1" >

<FEATURE N="Centroid" V="0.274894051973267" />
</S>
<S DID="87" SNO="2" >

<FEATURE N="Centroid" V="0.828824590972425" />
</S>
<S DID="81" SNO="1" >

<FEATURE N="Centroid" V="0.153774221389168" />
</S>
<S DID="81" SNO="2" >

<FEATURE N="Centroid" V="1.000000000000000" />
</S>
<S DID="41" SNO="1" >

<FEATURE N="Centroid" V="0.153896779384946" />
</S>
<S DID="41" SNO="2" >

<FEATURE N="Centroid" V="0.981981515400504" />
</S>

</SENT-FEATURE>

Figure 8: An example SentFeature object
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5.2.2 SentJudge

A sentjudge objectis used to describe sentence utility scores givendpsgtmlindividual sentences in a document
or cluster. Figure 9 shows an example sentjudge file.

<?xml version="1.0"?>

<SENT-JUDGE QID="551">

<S DID='D-19980731 003.e’ PAR="1" RSNT=1" SNO="1">
<JUDGE N='smith’ UTIL="10"/>
<JUDGE N='huang' UTIL="10"/>
<JUDGE N='moorthy’ UTIL="6"/>

</S>

<S DID='D-19980731 003.e’ PAR="2" RSNT=1" SNO="2">
<JUDGE N='smith’ UTIL="6'/>
<JUDGE N='huang' UTIL="10"/>
<JUDGE N='moorthy’ UTIL="10"/>

</S>

<S DID='D-19980731 003.e’ PAR="3" RSNT='1" SNO="3">
<JUDGE N='smith’ UTIL="6"/>
<JUDGE N='huang’ UTIL="9'/>
<JUDGE N='moorthy’ UTIL="10"/>

</S>

<S DID='D-19981105 011.e’ PAR='5" RSNT=2" SNO="7">
<JUDGE N='smith’ UTIL="2"/>
<JUDGE N='huang’ UTIL="1"/>
<JUDGE N='moorthy’ UTIL="4"/>

</S>

</SENT-JUDGE>

Figure 9: An example Sentjudge object

5.2.3 Query

A query object describes the text of a retrieval query. Query objects ardrugadry-based summarization. See
the appropriate section in Really Advanced MEAD.

5.3 XML Objects not used by core MEAD
5.3.1 Document

The document object represents a document which is not explicitly segdhanid sentences. The document
object is not currently used by core MEAD. Instead, the documents in techu® stored as docsent files.

5.3.2 Docpos

A docpos object is a document with Part of Speech Tags.

5.3.3 Docjudge

A docjudge object describes the retrieval ranking obtained from the seagoted®mart) given a query.

5.3.4 Sentalign

A sentalign object describes the sentence mappings between two translatlmsame document.
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<?xml version="1.0"?>
<IDOCTYPE QUERY SYSTEM "/clair4/mead/dtd/query.dtd" >

<QUERY QID="Q-551-E" QNO="551" TRANSLATED="NO">
<TITLE>

Natural disaster victims aided

</TITLE>

<DESCRIPTION>

The description is usually a few sentences describing the
cluster.

</DESCRIPTION>

<NARRATIVE>

The narrative often describes exactly what the user is looking
for in the summary.

</INARRATIVE>

</QUERY>

Figure 10: An example Query object

<?xml version="1.0"?>
<IDOCTYPE DOCUMENT SYSTEM '/clair4/mead/dtd/document.dtd’>

<DOCUMENT DID="D-19970701_001.e’ DOCNO ='1" LANG="ENG’ >
<EXTRACTION-INFO SYSTEM="./hkmead.pl Centroid 1 Position 1

Length 9° RUN=" COMP

RESSION="20' QID='D-19970701_001.e'/>

<BODY>

<TEXT>

The ceremony took place in the Grand Hall of the Hong Kong Convention
and Exhibition Centre (HKCEC) Extension and was attended by some 4,000
guests, including foreign ministers and dignitaries from more than 40
countries and international organisations, and about 400 of the

world’s media. Representing China were Mr Jiang; HE Mr Li Peng,
Premier of the State Council of the PRC; HE Mr Qian Qichen, Vice
Premier of the State Council of the PRC; General Zhang Wannian, Vice
Chairman of the Central Military Commission of the PRC; and HE Mr Tung
Chee Hwa, the Chief Executive of the Hong Kong Special Administrative
Region (HKSAR) of the PRC. This was followed at the stroke of
midnight by the playing of the Chinese National Anthem and the raising

of the Chinese national flag and the flag of the Hong Kong Special
Administrative Region (HKSAR) within the first minute of the new day
(Tuesday). Entry of Guards of Honour Entry of Officiating Parties

Salute by Guards of Honour Speech by His Royal Highness The Prince of
Wales Entry of Flag Parties British National Anthem Lowering of Union
and Hong Kong Flags

Chinese National Anthem Raising of Chinese and Hong Kong Special
Administrative Region Flags Departure of Flag Parties Speech by
President of the People’s Republic of China, Mr Jiang Zemin Departure
of Officiating Parties

Departure of Guards of Honour
</TEXT>

</BODY>

</DOCUMENT>

Figure 11: An example Document object
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<?xml version="1.0" encoding="UTF-8"?>
<IDOCTYPE DOCPOS SYSTEM ‘/clair4/mead/dtd/docpos.dtd’ >

<DOCPOS DID='D-19970701_001.e’ LANG="ENG™>

<BODY>

<HEADLINE>

<S PAR='1" RSNT=1" SNO="1"> <W C='JJ>Solemn</W> <W
C='NN">ceremony</W> <W C='VBZ'>marks</W> <W
C='NNP’>Handover</W> </S>

</HEADLINE>

<TEXT>

<S PAR='2" RSNT="1" SNO="2"><W C='DT>A</W> <W
C="JJ>solemn</W><W C="/></W> <W C='JJ>historic</W> <W
C='NN'>ceremony</W> <W C='VBZ'>has</W> <W C="VBN'>marked</W> <W
C='DT’>the</W> <W C='NN'>resumption</W>

<W C='IN">of</W> <W C='DT'>the</W> <W C='NN’>exercise</W> <W
C='IN">0f</W> <W C='NN’>sovereignty</W> <W

C='IN'>over</W> <W C='NNP’>Hong</W> <W C='NNP’>Kong</W> <W
C="IN">by</W> <W C='DT’>the</W> <W

C='NNS’>People</W><W C='POS’>'s</W> <W C='NNP’>Republic</W> <W
C="IN">of</W> <W C='NNP’>China</W><W

C="">.</W></S>

<S PAR='3" RSNT="1" SNO="3"><W C='PRP$>His</W> <W
C='NNP’>Royal</W> <W C='NNP’>Highness</W> <W
C='NNP’>The</W> <W C='NNP’>Prince</W> <W C='IN">of</W> <W
C='NNP’>Wales</W> <W C='CC’>and</W> <W

C='DT'>the</W> <W C='NNP’>President</W> <W C="IN">of</W> <W
C='DT’>the</W> <W C='NNS’>People</W><W

C='POS’>'s</W> <W C='NNP’>Republic</W> <W C='IN">of</W> <W
C='NNP’>China</W> <W C='(">(</W><W

C='NNP’>PRC</W><W C=)’>)</W> <W C=NNP>HE</W> <W C='NNP’>Mr</W>

<W C='NNP’>Jiang</W> <W

C='NNP’>Zemin</W> <W C='DT'>both</W> <W C='NN’>spoke</W> <W
C="IN">at</W> <W C='DT'>the</W> <W

C='NN">ceremony</W><W C=",></W> <W C='WDT'>which</W> <W
C='VBD'>straddled</W> <W C='NN’>midnight</W> <W

C='IN">0f</W> <W C='NNP’>June</W> <W C='CD’>30</W> <W
C='CC’>and</W> <W C='NNP’>July</W> <W

C='CD’>1</W><W C=""></W></S>

<S PAR='4" RSNT='1" SNO="4'><W C='DT'>The</W> <W
C='NN">ceremony</W> <W C='VBD'>was</W> <W
C='VBN'>telecast</W> <W C='JJ>live</W> <W C='IN">around</W> <W
C='DT'>the</W> <W C='NN">world</W><W

C="">.</W></S>

</TEXT>

</BODY>

</DOCPOS>

Figure 12: An example Docpos object

<?xml version="1.0"?>
<IDOCTYPE DOC-JUDGE SYSTEM ‘/clair4/mead/dtd/docjudge.dtd’>

<DOC-JUDGE QID="Q-2-E’ SYSTEM="SMART' LANG="ENG’>
<D DID='D-19981007_018.e’ RANK="1" SCORE="9.0000" />
<D DID='D-19980925_013.e’ RANK="2" SCORE="8.0000" />
<D DID='D-20000308_013.e’ RANK="3" SCORE='7.0000" />
<D DID='D-19990517_005.e’ RANK='4" SCORE='6.0000" />
<D DID='D-19981017_015.e’ RANK='4" SCORE='6.0000" />
<D DID='D-19990107_019.e’ RANK="12" SCORE="5.0000" />
<D DID='D-19990713_010.e’ RANK="12" SCORE="5.0000" />
<D DID='D-19991207_006.e’ RANK="12" SCORE="5.0000" />
<D DID='D-19990913_001.e’ RANK="20' SCORE="4.0000" />
<D DID='D-19980609_005.e’ RANK="20' SCORE="4.0000" />
<D DID='D-19990825_018.e’ RANK="1962" SCORE="0.0000" />
<D DID='D-19990924_047.e’ RANK="1962" SCORE="0.0000" />

</DOC-JUDGE>

Figure 13: An example Docjudge object
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<?xml version="1.0" encoding="UTF-8"?>

<IDOCTYPE SENTALIGN SYSTEM "/clair4/mead/dtd/sentalign.dtd">

<SENTALIGN ENG="20000119_002.e" CHI="20000119_002.c" LANG="english-chinese">
<SENT ORDER="1" EDID="D-20000119_002.e" ESNO="1" CDID="D-20000119_002.c"
CSNO="1" />

<SENT ORDER="2" EDID="D-20000119_002.e" ESNO="2" CDID="D-20000119_002.c"
CSNO="2" />

<SENT ORDER="3" EDID="D-20000119_002.e" ESNO="3" CDID="D-20000119_002.c"
CSNO="3" />

<SENT ORDER="4" EDID="D-20000119_002.e" ESNO="4" CDID="D-20000119_002.c"
CSNO="4" />

<SENT ORDER="5" EDID="D-20000119_002.e" ESNO="5" CDID="D-20000119_002.c"
CSNO="5" />

<SENT ORDER="6" EDID="D-20000119_002.e" ESNO="6" CDID="D-20000119_002.c"
CSNO="5" />

</SENTALIGN>

Figure 14: An example Sentalign object

5.3.5 Sentrel

A sentrel object describes relationships between pairs of sentences.

<?xml version="1.0"?>

<IDOCTYPE SENT-REL SYSTEM "/clair4/mead/dtd/sentrel.dtd" >
<SENT-REL>

<R SDID="47" SSENT='7" TDID="30' TSENT="29">
<RELATION TYPE='19" JUDGE='1"/>

<RELATION TYPE='6" JUDGE="1"/>

</R>

</R>

<R SDID='81" SSENT='45" TDID="87" TSENT="10">
<RELATION TYPE='19" JUDGE='1"/>

<RELATION TYPE='15" JUDGE='5'/>

</R>

<R SDID='63" SSENT='15" TDID="7" TSENT="11">
<RELATION TYPE='12" JUDGE='4/>

</R>

<R SDID='87" SSENT='24' TDID="81" TSENT="1">
<RELATION TYPE='15" JUDGE=2'/>

</R>

<R SDID="47" SSENT='1" TDID="30' TSENT="24">
<RELATION TYPE='19" JUDGE=1"/>

</R>

</SENT-REL>

Figure 15: An example Sentrel object

6 MEAD Interfaces
6.1 mead.pl

The mead.pl script is the primary interface to the MEAD summarizatistegy. However, it is little more than
a wrapper around MEAD’s driver.pl script (which in turn calls othersts)i that combines options and defaults
from various sources (command-line options and .meadrc files) into oty object that is passed to driver.pl's
standard input. It reads driver.pl's output—an extract—and eitheesitite extract or the corresponding summary,
to either a file (if one is specified) or by default, the standard output.

The mead.pl script has already been described extensively in the MEAD Usaiga.s&ete that section for
said description.

6.2 driver.pl

The driver.pl script ties together all the inner workings of the MEguDnmarizer. It takes as input a mead-config

object and yields an extract object as output. Itis used by mead.pl to prexiwaets (which can then be converted

to summary objects) but may also be used directly by the useating a mead-config file to its standard output.
driver.pl’s execution has several stages:
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1. driver.plfirst reads the mead-config object from the standard input.

2. The mead-config object specifies the features that should be computeé WaATURE-SET element.
Each FEATURE subelement has a NAME attribute, a SCRIPT attribute, arsibfjjoa RECOMPUTE
attribute. The NAME attribute, not surprisingly, specifies the nafrth@feature. The SCRIPT attribute
specifies the shell command that should be run to produce the feature REEBOMPUTE attribute is set
to “true”, then MEAD will recompute the given feature.

This second stage locates these features on disk by looking in the BASIEEEDORY attribute of the
FEATURE-SET element in the mead-config object. A feature named “FeatureNamdjenstored on
disk in a file named “ClusterName.FeatureName.sentfeature” in the BASEIRRY directory. If this
file exists and the RECOMPUTE attribute is not set to “true”, it is assdi to contain a feature named
“FeatureName” for all and only the sentences in the cluster. If sentences in #erao not have entries
in the sentfeature file, they effectively have value zero in subsequent calosla®n the other side of the
coin, MEAD will not complain if a given sentfeature entry does not comesito a sentence in a document
specified by the cluster file. It may even be included in the extract of theeclltidowever, errors may occur
when producing a summary from the extract.

If the file does not exist or if RECOMPUTE is set to “true”, driver.pllsahe script specified and redirects
the output to the appropriate file, named as described above. Thus, if axaduster is summarized
multiple times and RECOMPUTE is not set to “true”, the features are suipation passes.

If the user already is given sentence features, he may create sentfeature filesyndhtiz sentfea-
ture files are named appropriately, they will be used just as if MEAD hadezt¢hem during a previous
summarization run.

This “feature caching” is a double-edged sword. It speeds up the summamipaticess, sometimes con-
siderably, but it may also result in erroneous summaries caused by irteoiegs in the contents of the
cluster file and the sentfeature files. This commonly happens when docuanergdded to or removed
from the cluster, or in query-based summarization, when using twerdift queries in summarizing the
same cluster. More on the latter in the section on query-based summarizatio

3. Next, driver.pl calls the classifier, which is specified via the CLABSR element of the mead-config
file. The COMMAND-LINE attribute specifies the script to run (with angents) to produce sentence
scores. These scores are for each individual sentence, and should not tatecmiot inter-sentence
relationships. The combined sentfeatures are written to the classitiendasd input, and the classifier
must write a sentjudge object to its standard output. For morenv#tion on the workings of classifiers
and the classifiers included with the MEAD distribution, see the sectioclassifiers.

4. The fourth task assigned to driver.pl is to call the reranker. As casdparthe classifier, which assigns
scores to individual sentences, the reranker modifies these scores dependilagionships between sen-
tences. The input to the reranker is a reranker-info XML object. A rerankar ML object made up of
three smaller components: the compression information (words @rsaad, plus how many), the cluster’s
DIDs, and the sentence scores output by the classifier in the form ofjadgst A reranker must output
the modified sentence scores, again in sentjudge form. However, thisdgenhas the SENTS-FOR-SUM
attribute in the top-level element. This is interpreted by driver.pingsning that it should output the
SENTS-FOR-SUM top-scoring sentences as the extract.

5. The final job driver.pl does is to write out the extract, which iscified by the sentjudge written out by the
reranker.

6.3 MEADIib

MEADIib is a collection of Perl modules used extensively by MEAD. They be useful for related applications,
especially those related to language processing. MEADIib can be used tatevaltractive as well as abstractive
summaries, segment text, read in files of many of MEAD’s XML formatsyedrbetween these formats, and
write files of these formats.

MEADIib is a work in progress, so documentation is not included hers. documentation will be linked off
the MEAD web site.
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7 Features and Feature Scripts

7.1 Introduction to MEAD Features

MEAD extractive summaries score sentences according to certain sentence féetnoestiie “sentfeature” ob-
ject). The default classifier (default-classifier.pl) uses Position, Gehtand Length, but MEAD features can
potentially refer to any feature that a sentence has (how many named entitieapbioeait contains, for in-
stance). The only stipulation that MEAD places on its features is thatttbegal-valued. However, the authors
recommend that each feature be normalized to have a value between zero and one fenteade s Although
not technically necessary, it allows humans to more easily select appropeiggetsvfor the linear combination
used by the classifier to score sentences based on features.

In addition to the default features of Position, Centroid, and Lengtn MEAD distribution contains sev-
eral other potentially useful features including SimWithFirst, whicmpates the cosine similarity between a
sentence and the first sentence in the document; IsLongestSentence, wigol asscore of one if the sen-
tence is the longest in its document, and zero otherwise; and three qued/fbature scripts: QueryCosine.pl,
QueryCosineNolDF.pl, and QueryWordOverlap.pl, which computedhieus measures of similarity between the
sentence and (potentially) three parts of the given query. See the Qasag-Bummarization section for more
information on these last feature scripts.

In order to facilitate the creation and integration of new features, MEAIides an interface to the feature
calculation, and writing via the MEAD::SentFeature Perl module. Téxdsien describes the use of this library.

7.2 Sent-Feature Files

Sent-Feature files contain the values of features for each sentence. These atguhefall Feature Calculation
scripts. An example sentfeature file is shown in an earlier section. A &estupt that uses MEAD::SentFeature::-
extractsentfeatures does not need to explicitly write Sent-Feature files; taefiill do this for you. Essentially,
the library function opens the cluster, and makes a series of callbacksrauinbs of the feature script. During
these callbacks, the script can calculate the value of one or more features feeataice and tell MEAD these
values.

7.3 Three-Pass Feature Calculation

Feature Calculation is done in three stages: Cluster, Document, and Seriarbestage is implemented by a
subroutine in the feature script corresponding to that stage. Thiexchisbroutine is called only once. Then the
document subroutine is called once for each document in the cluster. Rimabgntence subroutine is called for
each sentence in the cluster. All the information available at the senteeistavailable at each of the other
stages. Feature calculation is done in this three-stage manner to sagettiigettime and aggravation of writing
for-loops to iterate over the documents and sentences in the cluster.

The Cluster and Document stages are optional, and need not be implemenkeduset However, every
feature scripmust use the Sentence stage, as this isathiy time that a score can be assigned to a sentence.

Rather than confuse the reader by trying to explain how to use the MiS&BtFeature:.extrasentfeatures
library function to compute features, the author will refer the reader texample feature script, Skeleton.pl,
which lives in $SCRIPTDIR. An annotated version of this file is shown in Figure 16.

The key point to natice is the call to extrasntfeatures several lines into the script. This routine will read the
cluster filename (and the query filename, if given) from the standard inplutjaen this (these) object(s).

The $datadir variable points to the directory containing the docseatfihose sentences you want to calculate
the features for.

Note that the 'Sentence’, 'Document’, and 'Cluster’ strings must appedoatim (case-sensitive) as the key
of the hash entry whose value is the reference to the correspondirgusinbr

7.3.1 The Cluster Stage

The Cluster routine is passed a cluster and do any needed processingnasoigster. This routine is called once
per cluster.

e Clusters are references to hashes whose keys are DIDs (strings) andvatueseare Documents.
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#!/usr/bin/perl
use strict;

use FindBin;
# These are just the lib directories where MEAD’s modules live.
use lib "$FindBin::Bin/.././lib", "$FindBin::Bin/../../lib/arch™";

use MEAD::SentFeature;
my $datadir = shift;

extract_sentfeatures($datadir, {'Cluster’ => \&cluster,
'Document’ => \&document,
'Sentence’ => \&sentence});

sub cluster {
my $clusterref = shift;

foreach my $did (keys %S$clusterref) {
# This cycling through the DIDs will produce each
# document passed to the document subroutine.
my $docref = $$clusterref{$did};

}

sub document {
my $docref = shift;

for my $sentref (@$docref) {
# This will produce each sentence in the document,
# and because the document subroutine is called with
# each document, it will produce every sentence in the
# cluster.
my $text = $$sentref{ TEXT'}

}

sub sentence {
my $feature_vector = shift;
my $sentref = shift;

my $did = $$sentref{("DID"};
my $sno = $$sentref{"SNO"};
my $text = $S$sentref{' TEXT"};

# You can compute more than one feature at a time,

# but all but one may be "lost" as driver.pl looks for features
# in files with names that include the feature name.
$$feature_vector{"Skeleton"} = $sno/10;
$$feature_vector{"Feature2"} = length($did);

Figure 16: An example Feature Script
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e Documents are references to arrays of Sentences.

e Sentences are references to hashes whose keys are features names (stringsjenaluwdsoare the values
of those features. The features passed to the feature script in the $sarable are:

“TEXT” (string) The text of the sentence
“DID” (string) The DID of the document to which the sentence belongs
“SNO” (string) The number of the sentence in its document

7.3.2 The Document Stage

The Document routine is passed a Document and can do the desired procéssiny (sing that Document.
This routine is called once for each document in the cluster. Documents areneés to arrays of Sentences (See
above for a description of a Sentence).

7.3.3 The Sentence Stage

Sentence routines are passed two variables: A Sentence and a reference to ademtur8entences are described
in the “Cluster Stage” section above. Feature vectors are hashes whose kiysrames of features (strings)
and whose values are the (real numbered) values of the features named byrthgseRor example:

{’Centroid’ => 0.2, 'Position’ => 0.5}

After the Sentence routine has been called for every sentence in every docuntkatdluster, the ex-
tractsentfeatures routine writes to standard output a sentfeature file dogttkia values for the features specified
in the featurevector for each sentence. (Subsequently, driver.pl redirects this outjinet &ppropriate file.)

7.4 A Skeleton Feature Extraction Routine

As previously mentioned an example feature script, $SCRIBTRSSkeleton.pl, is including with the MEAD
distribution. Note that the “use lib” statement near the top of Skelptonust be modified to point to “$LIBIR”
and “$LIB_DIR/arch”. The example works as given only if the feature script is IGRBPTSDIR.

The following command will write a sentfeature object to the standatpud:

echo '$DATA_DIR/GA3/GA3.cluster’ | $SCRIPTS_DIR/Skeleton.pl $DATA_ DIR/GA3/docsent

8 MEAD Classifiers

8.1 The Default Classifier: default-classifier.pl

The classifier computes scores for each sentence.

e Input: A sentfeature file in XML format is written to the classifiersustlard input. Every feature file
specifies, for each sentence in a cluster, a set of features and a value for each feature.

e Output: A classifier must write a sentjudge file in XML format to itargdard output. As previously
described, a sentjudge for a cluster contains a a real number utilitgfjoelgt for each sentence in that
cluster. In the case of a classifier's output, this utility judgmeintisrpreted as the sentence’s score.

8.1.1 Command Line Arguments
The COMMAND-LINE attribute of CLASSIFIER (in a mead-config file)skld read

$BIN_DIR/default-classifier.pl featurel weightl feature2 weight2 ...
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Each sentence receives a score that is a linear combination of the featureplistédid they are in the input
feature file) EXCEPT for the “Length” feature. The weight of each featuredritiear combination is specified
after each feature name. “Length”, if it is given, is a cutoff feature. Any senteiitbeanength shorter than
“Length” is automatically given a score of O, regardless of its other featitength” is the only feature that has
these semantics.

Thus, a COMMAND-LINE attribute of

$BIN_DIR/default-classifier.pl Centroid 2 Position 0.5 Length 12

has the following interpretation:

2 - (Centroid) + 0.5 - (Position) : Length(sentence) > 12 }

score(sentence) = { 0 : Length(sentence) < 12

The default weights for Centroid and Position are both 1. The defaugth cutoff is 9. The above example’s
weights were changed for illustrative purposes.

8.1.2 Using new features with default-classifier.pl

Using new features with default-classifier.pl is relatively easy. Fitst, desired feature must either be pre-
computed in sentfeature format in an appropriately-named and -located file user must have a feature script
for computing the feature. Next, the user must add a FEATURE elemérd EBATURE-SET in the mead-config

file used as input to driver.pl. Alternately, mead.pl will do this fouy use the “-feature” command-line option

or the “feature” .meadrc file option. See the appropriate sections fog mfmrmation on these alternatives. Fi-

nally, the user must modify the COMMAND-LINE attribute of the E8SIFIER element in the mead-config file.

Again, mead.pl can also do this. Then run MEAD as usual using this modikadl-config file (or the arguments

to mead.pl).

8.2 Other Classifiers

MEAD comes with a couple classifiers in addition to default-classifieflfiese are random-classifier.pl and
leadbased-classifier.pl, which are vital parts of the lead-based and randonasaers that are part of the MEAD
distribution.

8.2.1 random-classifier.pl

The random-classifier.pl script is part of the random baseline summarizisrclassifier assigns a random score
between 0 and 1 to each sentence. If a “Length” argument is provided, randonfierlagifliassign a score of 0
to all sentences that do not meet this length cutoff. Note that for thefengahanism to work, the Length feature
must be specified in the FEATURE-SET. Two valid COMMAND-LINE ditries of the CLASSIFIER element
are:

$BIN_DIR/random-classifier.pl
and
$BIN_DIR/random-classifier.pl Length 10

8.2.2 leadbased-classifier.pl

The leadbased-classifier.pl script is part of the leadbased baseline summnikhizeriassifier assigns a score of
1/n to each sentence, whends the sentence’s SNO in the corresponding docsent file. This means tliiastthe
sentence in each document will have the same scores, the second sentence in eaehtdeitithave the same
scores, etc. Again, if a “Length” feature argument is provided, the senteritelengths less than the specified
value are thrown out. Valid COMMAND-LINE attributes utilizing theadbased-classifier.pl script are:

$BIN_DIR/leadbased-classifier.pl
and
$BIN_DIR/leadbased-classifier.pl Length 12
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8.3 Creating a New Classifier

A classifier is a script that follows the covenant for MEAD classifiersqi#gh’t even have to be written in Perl): it
takes as input a sentfeature object, possibly with multiple features,stone processing, and outputs a sentjudge
object with a score for each sentence in the cluster.

Figure 17 shows a bare-bones classifier that assigns a score of 0.5 to dankeeNote that several portions
of this example have been abbreviated in the interest of clarity andyarAlliof the classifiers that are packages
with MEAD have this general form. The one thing that changes ixtmpute_scores function. For the
actual bodies of the subroutines mentioned here, look in any of thestssakifiew things to notice about this
script:

1. %fnames and@all_sents
These are global variables that all functions can W&names is a hash from feature names to feature
weights to use in a linear combinatio@all_sents is an array of sentrefs of the same form that are used
in feature script callbacks.

2. The block of code marked by thé “Execution Code " commentneed not change. The only thing that
need change is theompute_scores subroutine. The following items detail the execution inside this
block of code.

3. Theparse_options  subroutine builds th&fnames hash from the command-line options passed to the
script as detailed in any of the classifier descriptions.

4. The next two lines, which call thead_sentfeatures andflatten_cluster from
MEAD::SentFeature andMEAD::Cluster , respectively, read the sentfeature from the standard input
and populate th@all_sents array.

5. The next call is keycompute_scores . Just about any classifier can be constructed by implementing
this one sentence. See the MEAD classifiers to examgepute_scores functions. The idea is to
compute scores, probably but not necessarily based on the input featurpsi @ach sentence’s score into
the sentref’s “FinalScore” hash.

6. The final line of this block of code calisrite_sentjudge , which writes out the required sentjudge
object whose “UTIL” values are the values of each sentence’s “FinalScore” hash value.

The framework given in Figure 17 has proven flexible enough for ugite any needed classification script.
Although the user is not required to use this format when writirsgdwn classifier, it may save much time and
aggravation to do so.

9 MEAD Rerankers

9.1 The Default Reranker: default-reranker.pl

The reranker is used to modify sentence scores based on relationships bedweef gentences. For example,
it can be used to give lower scores to repeated instances of a sentence or higtetesacsentence that has an
anaphoric relationship with another sentence.

The input to a reranker is a reranker-info file A reranker-info file hasdlmomponents: compression infor-
mation, cluster information, and the sentence scores as computed by tHeerefldre compression information
has the same form as it does in the mead-config file: it specifies whether tH& BA&uld be “words” or “sen-
tences”, and how large the summary should be, either in comparison to treecunster (PERCENT) or as an
absolute size (ABSOLUTE). The cluster information looks almoatéy like a cluster file, but without the XML
headers. Rerankers may use this in order to open the cluster to examine gratedne text of each sentence.
The sentence scores take the form of a sentjudge file.

The default reranker orders the sentences by score from highest to lowegeratively decides whether to
add each sentence to the summary or not. At each step, if the quota of weatg@nces has not been filled, and
the sentence is not too similar to any higher-scoring sentence already sutimary, the sentence in question
is added to the summary. After the summary has been “filled,” the defaultkeararcreases the scores of the
chosen sentences and decreases the scores of the disqualified (by similaiigh@sen sentences.
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#!/usr/bin/perl
use strict;

use FindBin;
use lib "$FindBin::Bin/../lib", "$FindBin::Bin/../lib/arch";

use XML::Writer;

use MEAD::Cluster;
use MEAD::SentFeature;

my %fnames = ();
my @all_sents = ();

# Execution Code.

{
&parse_options();
my %features = read_sentfeature();
@all_sents = @{ flatten_cluster(\%features) };
# Score the sentences based upon their weights
&compute_scores();
# Write out the new scores to a sentjudge file
&write_sentjudge();
}

sub compute_scores {
foreach my $sentref (@all_sents) {
$$sentref(’FinalScore’) = 0.5;
}

}

sub parse_options {
# subroutine body omitted
}

sub write_sentjudge {
# subroutine body omitted
}

Figure 17: An example classifier
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Note that because the default reranker excludes sentences that are too sisdéatetaces already in the
summary, that the user may not be able to geta 100% summary usingahé dafameters. A simple workaround
is to set the similarity threshold to something greater than 1 or tplgiose the identity reranker (see below).

The reranker, like the classifier, writes a sentjudge file to its staralapiit.

9.1.1 Command Line Arguments
The COMMAND-LINE attribute of RERANKER should resemble:

$BIN_DIR/default-reranker.pl SimFunction ThresholdValue IDFName

The SimFunction argument specifies the similarity function to compamteaces for similarity. Currently,
the only supported similarity function is “MEAD-cosine”. Threshdddue specifies the maximum pairwise sim-
ilarity (according to the named metric) that sentences in the summary can la¥sirSilarity between any two
sentences is above the threshold, at most one of them will be includegl sutmmary. The IDFName is the name
of the IDF DBM to use in computing similarity. In the case of defaeltanker.pl, it is used by the MEAD-cosine
routine. An example COMMAND-LINE attribute follows.

$BIN_DIR/default-reranker.pl MEAD-cosine 0.7 enidf

This example says:

When comparing sentences in the above fashion, use the MEAD-cosihergimoutine (and the
enidf IDF database). If this routine returns a value greater than 0.7gdair@f sentences, possibly
include only the higher-scoring of the sentences in a summary.

9.1.2 Changing the parameters of default-reranker.pl

As previously stated, the only similarity function currently sagpd is MEAD-cosine. We have also empirically
found that a cutoff of 0.7 disqualifies sentences that say roughly the thémge but allows sentences that are on
the same topic but say different things. The user can choose to uderenliiDF database, but this will likely
have little to no effect on the summary. See the section on Constnuwio IDF DBM'’s for instructions on how
to do this.

9.2 Other Rerankers

The MEAD distribution comes with two rerankers in addition to defaefanker.pl.

9.2.1 identity-reranker.pl

The identity reranker does not modify the scores of sentences. It sirelglgts the appropriate number of sen-
tences given the compression information passed to it. What is such aeetmaful? Since the reranker is in
charge of selecting the number of sentences in a summary, identity-rephplezforms this task. Also, some

types of summaries may not take inter-sentence relationships into acddusiis true of the random and lead-
based summarizers included with MEAD. In these cases, the identity rerankeasacplaceholder in the MEAD

framework, which requires that summarizers be built from features, aifedasand a reranker. The identity

reranker takes no command-line arguments.

9.2.2 novelty-reranker.pl

The novelty reranker is the reranker we used as we participated in the Novadty in TREC 2002Http://
trec.nist.gov ). For this competition, users were asked to identify sentences which comtaiinformation,

as sentences are passed sequentially through the system. We noticed thajutdgeamften pick clusters of
sentences, whereas MEAD normally does not care about the spatial relatmhshigeen sentences within a
document. To exploit this hunch, we made a slight modification tal#fault-reranker.pl, boosting a sentence’s
score slightly if the previous sentence had a relatively high score. diffezence between this script and the
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default reranker amounts to a single subroutine call during the 'sceipecution. The novelty reranker takes
exactly the same command-line arguments as the default reranker.

9.3 Creating a New Reranker

Creating a new reranker is a bit more complicated than creating a classifiefor@wia for rerankers may not
work for all reranker functions. For this reason, we recommend thotgugtderstanding two of the rerankers
that come with MEAD: default-reranker.pl and identity-reranker.pl. TEter may serve as a jumping-off point
for users wishing to write a reranker that doesn’t exclude similaeseets, while the former may be extended by
those who wish to do additional processing in addition to removireglg similar sentences.

However, we now briefly go over the workings of the default rerankerrd@eoto give the user a glimpse
into how writing a new reranker might be done. Figure 18 shows atedportions of default-reranker.pl minus
some declarations at the top and boring subroutines at the bottomowMgatthrough each numbered part of the
# Execution Code block of the script.

1. The first few lines parse the reranker-info input and fill in thebglovariables declare above the block
shown.

2. This block decides whether to do percent- or absolute-based compression.

3. Along with block #5, this block lays the groundwork for ensgrithat all chosen sentences have higher
scores than non-chosen sentences. Here, we make sufibtimats for _chosen_sentences has a
value higher than any sentence’s score.

4. This block calls one of two methods, depending on whether we're wgimd-based or sentence-based
summarization. The called method fills in an array cal@final_sents , which after the call, contains
all and only the sentences to be included in the summary.

5. Along with block #3, this block actually adds the bonus to the cheserences’ scores, ensuring that
chosen sentences have higher scores than unchosen sentences.

6. This writes the output sentjudge to the standard output. Atesees (and their scores) are written out, not
just the chosen sentences.

We recommend that the reranker-writing user reuse at least the XML-readihgvaiting code from the
standard MEAD reranker scripts. Most changes can be made in tliimalesents methods, which may make life
easier for the user and for the MEAD team, when trying to interpret pradtiemutput from the user.

10 MEAD Add-Ons

10.1 Additional scripts
MEAD has some additional scripts that do useful things. These samigtede:
e extract-to-summary.pl

This script converts an extract object to a summary object. It opens thdispatiister and attempts to
fetch the text of each extracted sentence from the cluster. Use extraatitnasy.pl as follows:

% ./extract-to-summary.pl cluster_file docsent_dir extract_file
If you have $BINDIR in your path, and are iSDATA_DIR/GA3, you can say:

% ./extract-to-summary.pl GA3.cluster ./docsent GA3.10.extract

o write-idf.pl
This script builds an IDF database file in an architecture-specific formath8&w»nstructing IDF Databases
subsection in Really Advanced MEAD for details.
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#!/usr/bin/perl

# much code omitted...

# Execution Code

{

}

# 1

my $xml_parser = new XML::Parser(Handlers => {
'Start’ => \&read_rerankerinfo_handle_start,
'End’ => \&read_rerankerinfo_handle_end});

$xml_parser->parse(\*STDIN);

# 2
if ($compression_absolute) {
undef $compression_percent;
} elsif ($compression_percent) {
undef $compression_absolute;
} else {
$compression_percent = 20;
Debug("Neither percent nor absolute specified; using 20%",
3, "Main");
}

# 3
my $bonus_for_chosen_sentences = 10000.0;
foreach my $sentref (@all_sents) {
if ($$sentref{’Score’} > $bonus_for_chosen_sentences) {
$bonus_for_chosen_sentences += $$sentref{’Score’};
}

}

# 4

if ($compression_basis eq "sentences") {
get_final_sents_by_sentences();

} else { # $compression_basis eq "words"
get_final_sents_by_words();

}

#5
foreach my $sentref (@final_sents) {

$$sentref{’Score’} += $bonus_for_chosen_sentences;
}

# 6
&write_sentjudge();

sub get_final_sents_by_sentences {

}

# subroutine body omitted.

sub get_final_sents_by_words {

}

# subroutine body omitted.

# Several subroutines to do XML parsing and writing
# have been omitted.

Figure 18: An example reranker
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¢ make-CHIN-docsent.pl This script is used to build docsent files fromé3le text, a process that may cause
problems if not done correctly. See the Summarizing Chinese Documéhts&@AD section for details.

Many additional convenience-type scripts are planned. These scriptaeliltie support for producing doc-
sent and cluster files quickly and easily from a set of (possibly diversa)rdents and document formats. Also,
this functionality will be built into mead.pl, so the user can direstiynmarize any type of document or docu-
ments, e.g. text or HTML.

10.2 Pre-processing MEAD input and Post-processing MEAD output

MEAD can be used even when the input documents are not in docsent formait tredfiesired output format
is not extract format or MEAD’s summary format. Most input formai#i probably resemble docsent format,
especially for extractive summarization tasks. Most formats have sieaeof a document ID’s (DID) and most
number sentences (SNO), so the conversion between formats may be accongashedsing an XSL engine,
or can be done using parts of MEADIib. MEAD’s output may be converteart extract that contains the text
either by using an XSL engine, or again by using MEAD::Extract and MEBMDster, two pieces of MEADIib.
MEADIib’s documentation is only online at this point, so refer te MM EAD homepage for this information.

See below for the new aduh scripts which convert html and text files to docsent and cluster format.

11 MEAD client server
11.1 Server

11.1.1 Server operation

A PERL server, meadd located in $BIDIR/addons/server/, was written to process MEAD requests from a client
that may not have a local copy of MEAD installed. The server simply accepgsies f text documents and
returns a client specified MEAD output. The server is a daemon that byltlsree hashes used in processing
requests. The server initially forks off several children to processestqu Each child then accepts requests
following the protocol described in the section entitled "Communicafiootocol.” For each request the child
constructs a temporary directory in which the text files are convertedlotsents and a .cluster file is created.
The child also creates a .meadrc file using the client specified options. M&#Bn run on the cluster following
the .meadrc specifications and the output is returned to the client fotiadve protocol described in the section
entitled "Communication protocol.”

11.1.2 Server options

For meadd to work one needs to export BINPATH=$MEMBIR/bin Currently, the only choices for “customiz-
ing” meadd are several command line options. '-port’ changes the ponthich meadd listens. The current
default port is 6969. '-summdir’ changes the temporary directory ircwthe clusters are created. By default
meadd uses a directory named “summadaé in the current working directory. '-help’ displays a help message
on using meadd. '-verbose’ will display some messages before meaddffritdéstandard 1/0 streams and goes
into daemon mode. All these options can also be used in their short’fpinss’, -v', and ’-h’.

11.2 Clients
11.2.1 PERL client

A PERL client, meadite.pl, was written to interact with the MEAD server. This client can benidin
$BIN_DIR/addons/client/pertlient/. The goal of meatite was to provide the functionality of MEAD with just
a PERL interpreter installed. Since melitd creates a cache file .meditk one has to initially set the path to
where the cache directory should be stored. The change should be dtine &2 of meadite.pl Please note
that meadite functions just like MEAD except for the when the user specifies asiflasor a reranker. Unlike
MEAD, meadlite does not require the classifiers and rerankers following the -fitxsand -reranker flags to
be in quotations (). Instead medile assumes that the command line is everything until either anotheisflag
encountered or the end of the command line is reached. Another flag thalitegaduires is the "-d” flag which
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is used to tell meadite which directory it should summarize. For a complete documentafioreadlite see the
README file found in $BIN.DIR/addons/client/pertlient/.

11.2.2 Javaclient

A Java class, MEADCIient.java, can be found in $BINR/addons/client/jav&lient/. The java client was never
intended to be used as a stand alone client and therefore does not provitenarm line interface. MEAD-
Client.java instead provides a series of methods which can be used ticintéth a MEAD server. In the same
directory, one can find Summarizer.java which is an example of how taattteiith MEADClient.javaNOTE:
To use Summarizer.java one needs MEADCIient.jar, also found in IBRYaddons/client/javalient/, in their
class path.

Also NOTE: MEADCIient.jar puts the MEADCIient class in the package edu.umich,d&fEADClient.jar
is rebuilt after modifying MEADClient.java, either the new MEAD@Mit class must be jar-ed up in the proper
package or the class using the MEADClient needs to be modified to inffeoaiapropriate class.

With Summarizer.java and MEADClient.jar in the same directory one can:

$ export CLASSPATH=.:./MEADClIient.jar
$ javac Summarizer.java
$ java Summarizer

Summarizer.java does not have a command line interface. To change itsdvadrae has to change the code
itself. Some reasons to alter Summarizer.java are to change the typewfesy returned, the document which
gets summarized, or the port used because the meadd is not running effetlhié gbrt.

11.3 Communication protocol

In order to develop new clients the user should adhere to the the/fotiaccommunication protocol. Each request
has be wrapped withaREQUEST> tag and a</REQUEST> tag to signal the server when to start and when to
stop accepting the request. Therefore one&&EQUEST> tag is seen on a socket the server will not start process-
ing until a</REQUEST> tag is seen. The options of the summary have to be wrapped witP@LICY> and
</POLICY> tags. For features, classifiers, and rerankers must be wrapg@dATURE> and</FEATURE>,
<CLASSIFIER> and</CLASSIFIER>, and<RERANKER> and </RERANKER> tags. These are used to
generate a summary using a server defined feature.hash, classifier.hash,kar.feash lookups on the server.
See the README in $BINDIR/addons/client/pertlient/ for the contents of the .hash files found on tangra. In
the policy we also had aNUTCHQ> and </NUTCHQ> tags which are used to tell the server the query on
which the summary is to be made. After tkePOLICY> tag come a indefinite number & DOCUMENT>
</DOCUMENT> tags, that is until the</REQUEST> tag is seen.NOTE: For a query based summary the
server has to make a nutch query which is used to make a .query file on tee 3érw nutch query looks like:

<NUTCHQ>

<QUERY>

<TITLE>$query_goes_here</TITLE>
<NARRATIVE>$query_goes_here</NARRATIVE>
<DESCRIPTION>$query_goes_here</DESCRIPTION>
</QUERY>

</NUTCHQ>

Therefore a usual request from a client to the MEAD server would lo@kthis:

<REQUEST>

<POLICY>

#THE POLICY GOES IN HERE ALONG WITH ANY OF THE TAGS DICUSSED ABOVE
</POLICY>

<DOCUMENT>

#DOCUMENT_1 text here

</DOCUMENT>

<DOCUMENT>

#DOCUMENT_2 text here
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</DOCUMENT>
</REQUEST>

The response of the server is much simpler.

<SUMMARY>
#request response
</SUMMARY>

12 Really Advanced MEAD

Some MEAD-related activities that should be in this section are so coatetl that they each merit a section of
their own. So the following two sections—on running MEAD in otlteenguages (mainly Chinese), and using
SVM to train MEAD—are effectively separate, but have strong ties to #aan.

12.1 Producing Query-Based Summaries

Producing query-based summaries within the MEAD framework is as eapgeifysng a modified set of features
and modifying the classifier command, minus a caveat or two.

Three MEAD feature scripts: QueryCosine.pl, QueryCosineNolDEmpd, QueryWordOverap.pl, compute
various sentence features in relation to the given query. Each of these feaipte can compute up to three fea-
tures, one for each of the three parts of a query object. For example, Qasémg(| can compute QueryTitleCo-
sine, QueryDescriptionCosine, and QueryNarrativeCosine, which areshrecimilarity between each sentence
and the title, description, and narrative of the query, respectively. y@asineNoIDF.pl and QueryWordOver-
lap.pl do much the same, but with different similarity metris#2AD::Evaluation::simple_cosine for
the former, andMEAD::Evaluation::unigram_overlap for the latter.

The first argument to each of these scripts is a “-q” option, which tekastly one of four options:

o t, title
Compute only QueryTitleXXX.

e d, description
Compute only QueryDescriptionXXX.

e n, narrative
Compute only QueryNarrative XXX.

e g, all
Compute all three of the above features.

The second argument to each of these scripts is the name of the query §ikeitothe query-based summary.

Note that for use with MEAD, only the first three arguments to “-qdsldl be used. This is because MEAD
looks for each feature in a separate file in the feature directory. A samBé&PIGattribute of for one of these
features is:

$SCRIPTS_DIR/QueryCosine.pl -q title $DATA_DIR/GA3/GA3.query

This will compute the QueryTitleCosine feature, so the NAME attabshould be “QueryTitleCosine” as
well. Note that as with all MEAD feature scripts, the “datadir” argumenit g appended to the command and
the cluster filename will be echoed to the standard input. See the sectidladD Features for more information.

Now to use the newly-computed feature, you must modify the CLAERFCOMMAND-LINE attribute
in your mead-config file. The following example is a slight modificattd MEAD's default feature weighting,
adding “QueryTitleCosine” to the linear combination with weight 1.

$BIN_DIR/default-classifier.pl Length 9 Centroid 1 Position 1 \
QueryTitleCosine 1

37



MEAD User Documentation

Then run MEAD as usual.

NOTE: The caveat mentioned is regarding MEAD's caching of features. liskechanges the query (or the
contents of the cluster), he must delete the cluster’'s QueryXXX featasesfs well.

12.2 Producing Alignment-Based Summaries

This was done in the JHU 2001 summer workshop. The idea behinid tihiat if you have documents which are
translations of one another, if you have a summary in one languagshyald just be able to create a summary
in the other language by mapping each sentence from the summarized langthegetter.

In the JHU 2001 summer workshop data, the objects which contained th@mgdpmpm Chinese sentences to
English sentences were called sentaligns. These objects are described iretmgi>appee section below on the
JHU 2001 summer workshop.

12.3 Constructing IDF Databases

Half of the construction of new IDF databases is made easy for the usewritbadf.pl script takes as input the
name of the destination IDF DBM and the name of a plain text file, whictphas of word/idf values. The script
creates the DBM if it isn’t there already, and puts each of the pairs intoatsie. h

The harder part of making IDF databases is actually computing the IDF valwea€h word in the corpus.
Such a script is included with versions 3.06 and below, but this seawipt bas been removed for version 3.07,
as it only works in very specific situations. It may be rewritten anduidet in future versions of MEAD. In
the meantime, writing a script that computes IDF for a large corpustisery taxing. Besides, the default IDF
databases included with the MEAD distribution work reasonably well.

12.4 Creating Docjudges

The docjudge object is explained in the subsection entitled “XML Objemitased by core MEAD.” Creating this
object should be straightforward with an XML module available frofAS or even with a homemade procedural
script.

13 Creating baselines for use in evaluation

13.1 Lead-based and Random

These are easily implemented. As mentioned, just add the -LEADBASERANDOM flag to your MEAD
commandline:

mead.pl -LEADBASED GA

mead.pl -RANDOM GA
13.2 Extracts from Sentjudges

The script to run this is sentjudge-to-extract.plin mead/bin. Agiéfault, this creates a 10 sentence extract based
on all the judges’ scores.
The commandline is:

Jsentjudge-to-extract.pl anysentjudgefile.sentjudge

The user can adjust the length of the extract with -percent, -p or -absedut
If you wanted a 12 sentence extract, type,

Jsentjudge-to-extract.pl -a 12 anysentjudgefile.sentjudge

Further, the user has the ability to create an extract based on only oresjjudtgments. Let’s say you want
a 15 sentence extract based on the judgments of "bill,” ust type,

Jsentjudge-to-extract.pl -a 15 -j bill anysentjudgefile.sentjudge
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13.3 Creating Sentjudges from manual summaries

For DUC 2002, 2003, and 2004, we developed a way of creating sentjudgesifanual summaries. In other
words, given the manual summaries, we create relevance scores (in sefbjudgy for each sentence in the
cluster. These sentjudges can then be used to create a "manual” extract, whitbeogkd in evaluation. We
have two scripts to accomplish this task, one designed for DUC 200XeMtjudge.pl, one for DUC 2003,
MUsentjudge-2003.pl, and one for DUC 2004, MUsentjudge-20044l of these scripts can be found in
$BIN_DIR/duc.

As the scripts are currently configured, the directories that it needs atechded into the script. You will
have to change these. The input directories are: the cluster directoryentbthel unit directory. The output
directory is the sentjudge directory. You will also have to set thk fathe idf database.

The commandline is:

/MUsentjudge.pl [clustername]

/MUsentjudge-2003.pl [DUC task number] [clusternanme]
/MUsentjudge-2004.pl [DUC task number] [clusternanme]

The cluster directory should have the format of the tradtional MEADBtelr directory. That is, there should
be a.cluster  file and adocsent directory in the cluster directory. For a list of DUC 2003 tasks please s
http://duc.nist.gov/duc2003/tasks.html and see DUC 2004 tasks please bép://duc.
nist.gov/duc2004/tasks.html

A model unit file looks like this:

<html>

<head>

<title>D061.M.050.J.B</title>

</head>

<body bgcolor="white">

<a name="1">[l]</a> <a href="#1" id=1>Hurricane \

Gilbert, a category 5 storm, caused death, massive \
flooding and damage</a>

<a name="2">[2]</a> <a href="#2" id=2>as it moved through \
the Caribbean Islands and on to the Yucatan Peninsula.</a>
<a name="3">[3]</a> <a href="#3" id=3>After skirting \
several island nations,</a>

<a name="4">[4]</a> <a href="#4" id=4>it caused major \
death and destruction in Jamaica.</a>

<a name="5">[5]</a> <a href="#5" id=5>It then pummeled \
the Yucatan Peninsula before moving out to sea.</a>
</body>

</html>

Figure 19: An example DUC Model Unit document

14 Evaluation

There are many ways of evaluating summaries. We have included in the Mitgfibution a toolkit called
MEAD eval. We have also included a number of other evaluation metridseMEAD add-ons distribution,
Relevance Correlation, and some content-based evaluations.

14.1 Evaluation using MEAD Eval

An old version of the MEAD Eval toolkit (which implements precisioecall, kappa, cosine, unigram and bigram
overlap, and relative utility) is available hitp://tangra.si.umich.edu/clair/meadeval

As of MEAD 3.07, MEAD Eval is integrated with the core MEAD distiifon. However, some functlon-
ality in the standalone version of MEAD Eval (namely, content-basedagiityi metrics) has not been included
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in the MEAD Eval scripts: meadeval.pl and relative-utility.pl. Howgvthis code still lives in MEADIib in
MEAD::Evaluation module. User code that uses this module in the atand version of MEAD Eval should be
able to use the same module in MEAD v3.07. See the online docun@ntatithe MEAD Eval API.

The meadeval.pl script, given two extract filenames as input, calculates thssdection metrics and prints
them to the standard output.

Thus, a sample call to MEAD Eval is:

% ./meadeval.pl $DATA DIR/GA3/GA3.10.extract $DATA DIR/GA3/GA3.20.extract

Although the output of this example is rather uninteresting (a2@% extract contains all the sentences in
the 10% extract), it shows how meadeval.pl is used. Take a look at tleeatdbis script to see how one might
call the content-based metrics in MEAD Eval.

Relative Utility (RU) has its own script: relative-utility.pl. Irder to use RU, you must have a sentjudge file
for the cluster you're evaluating. Sentjudge information is exjpenbkence rare, so the use of RU may be limited
to the few clusters that have sentjudge information already compuegrhr&less, the script is used as follows:

% .Irelative-utility.pl $DATA_DIR/GA3/GA3.10.extract \
$DATA_DIR/GA3/GA3.sentjudge

The above command prints sentjudge and relative-utility informatiadhe standard output. Most of the guts
of RU is actually implemented in the MEAD::SentJudge module of MEBDISee this section of the online
documentation for more info.

Finally, in the new MEAD addons package, we have included two scripteewifor the JHU 2001 summer
workshop. These allow the user to calculate kappa for 3 or 4 judges. Qsiefinst convert sentjudge files to a
tab file with readmulti_into_kappatab.pl, and then one runs kappa.pl on this new file.

Before using these, it is important to edit readilti_into_kappatab.pl. You must properly setandir and
autodir to the directories which contain the automatic and manual extracts.

There are three arguments for remdilti_into_kappatab.pl: mode ("H” for human or "C” human-+computer),
cluster (one of the Idc clusters) and length (length of the extrachdndarms of the workshop, these can be 50,
50W, 508, etc.; see the LDC/JHU documenation for an explanation of these)

So, the commandline for readulti_into_kappatab.pl is this:

Jread_multi_into_kappatab.pl H 1014 50
This creates a file callekbppatab.H.199.050 . Then you can pipe this into kappa.pl with:
cat kappatab.H.199.050 | ./kappa.pl

14.2 Evaluation using Relevance Correlation

One of the evaluation metrics used in the JHU 2001 summer workshalmaument summarization is based
on principles from Information Retrieval. For their project, thegdishe SMART information retrieval system.
See section 3.2 of their report for an explanation of how that systemswditkeir report is available &itp:
[Iwww.clsp.jhu.edu/ws2001/groups/asmd/

The idea behind using IR as an evaluation metric for summaries is tlmviof). We assume that good
summaries of a set of documents should be ranked in the same order agyth& documents. So, we used
SMART to rank a set of full documents for a query. We created summaries of ¢dlcshse documents, and
we had SMART rank the summaries. We then used two statistical methodsrfgraring the rankings, Pearson
product moment and Spearman’s rank correlation coefficient. These scriptsk@#\i DIR/evaluation/irbased.

We have included examples from the summer workshop in the direcédaycbcjudges.

The object we used to record the document rankings is called a docjudgbeRbtt) summer workshop, we
also included information about the corresponding document in thee athguage

We have included 3 docjudges for one query (125). If we want to see ah&tBAD is doing a better job
than Random, we can measure how well MEAD’s summaries’ rankings correiitehs rankings of the full
documents, and then we can measure how well random summaries’ rankingateowiéh the rankings of the
full documents.

So, for example, to compute the Pearson product moment of the rariittgsfull documents with the 20%
(sentence-based) MEAD summaries, we would do the following.

The correlation scripts are easy to run.
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<?xml version="1.0'?>

<IDOCTYPE DOC-JUDGE SYSTEM "/export/wsO1lsumm/dtd/docjudge.dtd" >

<DOC-JUDGE QID="Q-2-E" SYSTEM="SMART" LANG="ENG">

<D DID="D-19981007\_018.e" RANK="1" SCORE="34.0000" CORR-DOC="D-19981007\_023.c"/>
<D DID="D-19980925\_013.e" RANK="2" SCORE="33.0000" CORR-DOC="D-19980925\_015.c"/>
etc.

</DOC-JUDGE>

Figure 20: An example Docjudge object

Jpearson.pl docjudgeA docjudgeB

Jspearman.pl docjudgeA docjudgeB

If the two docjudge files were in the same directory as the evaluatignsdtie command would be:
Jpearson.pl mead-Q00125.docjudge fulldoc.docjudge

Typing in the paths is a bit ugly, but not too bad:

Jpearson.pl ../../data/docjudges/mead-Q00125.docjudge \
.J../data/docjudges/fulldoc.docjudge}

And, we find that the Pearson product moment is 0.91, when we companatkiags of the full documents
with the rankings of MEAD’s 20% summaries. However, when we createorarzD% summaries, rank them
with query 125, and compare those rankings with the rankings ofuthddcuments, we find a Pearson product
moment of 0.78.

14.3 Evaluation using Rouge

A script which uses the ROUGE evaluation method, rouge.pl, to evauaimaries can be found in $BINIR/evaluation/rouge.
Remember to change $ROUGEOME to the location of ROUGE on your local machine. Therefore it is im-

portant toNOTE: You need ROUGE installed on your local host in order for this scriptvtok. You can

download download ROUGE fromnttp://www.isi.edu/licensed-sw/see/rouge/index.html

To use rouge.pl you have to run the following:

$ rouge.pl peer_summary [modell model2 ...]

Where the first agrument is the peer summary file, while modell madedze the model summaries to
compare against. Itis required to have at least one model summary, mdeésnmmaries are optional. A model
summary is just an ideal summary, for example a human generated summargedhsummary is usually an
automatic summary to be evaluated.

User note It is better to have segmented (one sentence per line) summaries forgudmis script.
Example of running rouge.pl (all files can be found in $BINR/evaluation/rouge):

$ ./rouge.pl example.summary D1001.M.100.T.Z D1001.M.100.T.Y D1001.M.100.T.X D1001.M.100.T.W

Where example.summary is the peer summary file and D1001.M.100. hieangotdel summaries.
ROUGE is capable of evaluating more than one cluster. This capabilittisaptured in this script. However if
you would like to evaluate more than one summary, you can simplyauge.pl for each summary and then take
the average.

14.4 Evaluation using Lexical Similarity

We have included this functionality in the new addons (3.08)idigtiion.
Before beginning, you must have installed MEAD and have mead/libsatper! library location if it isn’t
already. If you don't know how do to this, adapt the following lingoegpriately:

export PERLS5LIB=\$PATH:/clair4/projects/mead307/stable/mead/lib
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summsim.pl is now located in $BINDIR/evaluation/irbased. BLEU must be installed on the localhost in
order for summsim.pl to function properly. You may get a courtesy copy of BLEU from:

http://cio.nist.gov/esd/emaildir/lists/mt_list/msg00016.html

The other thing you must do is to open sunsim.pl and change the directory for the location of “bleu-1.pl”
in the variable $bleliDIR. The line currently readsny $bleu DIR = "/clair4/tools/bleu";
The commandline is:

Jsumm_sim.pl summaryl summary2

The output looks like this:

a) Simple Cosine: 0.310086836473021
b) Cosine : 0.15299879834494
c) Token Overlap: 0.182926829268293
d) Big. Overlap: 0.108910891089109
e) Norm. LCS 1 0.275
f) Bleu : 0.1800

Figure 21: Sample output from sumsm.pl

Simple cosine calculates the cosine similarity with a simple binarmc@uif a word exists (no matter how
many times) in a sentence, 0 if it doesn’t). Cosine uses idf weights ahaties the actual count of tokens for
each type. In "The quick brown fox jumped over the lazy dog,” simple cosiméd only count "the” as 1, while
cosine would count it twice and multiply it by its idf weight.

Big. Overlap measures the bigram overlap, and norm. LCS measures theinedhahgest common sub-
string.

The input for this script can be a summary of this format:

[1] Solemn ceremony marks Handover

[2] A solemn, historic ceremony has marked the resumption of the exercise
of sovereignty over Hong Kong by the People’s Republic of China.

[3] His Royal Highness The Prince of Wales and the President of the
People’s Republic of China (PRC) HE Mr Jiang Zemin both spoke at the
ceremony, which straddled midnight of June 30 and July 1.

[4] The ceremony was telecast live around the world.

Figure 22: Sample summary

or a "document” file of this format:
The content-based method of evaluation is particularly useful when camgpautomatically created sum-
maries with human summaries.

15 CST in summarization and evaluation

We have included in the MEAD add-ons package several scripts for vgpwkth Cross-Document Structure The-
ory (CST) relations. On CST, see [Rad00] and [ZBGRO02]. All of thd G&ipts can be found in $BINDIR/sentrelutils.
We encode sentence relations in a sentrel object, and we offer several G§Tsatipts in sentrelutils. This

is a brief example of the information stored in a sentrel object:

The way to read this table is the following. In the first example, &uddelieves that there is a CST relation-
ship of type 18 (fulfillment) between source document 16, sentence nuBrdret target document 43, sentence
number 8. Note that this relationship is directional. The judge isadieg) that 16.3 asserts the occurrence of an
event predicted in 43.8.

See the next section for our use of CST relations in a new set of rerankers
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<?xml version="1.0"?>

<IDOCTYPE DOCUMENT SYSTEM "documentation/dtd/document.dtd">
<DOCUMENT DID="19970701_001.e’ DOCNO ='1'" LANG='ENG’ >
<EXTRACTION-INFO SYSTEM="LEAD-BASE" RUN="D-19970701_001.e.996941177" \
COMPRESSION="20S" QID="none"/><BODY>

<TEXT>

Solemn ceremony marks Handover

A solemn, historic ceremony has marked the resumption of the exercise

of sovereignty over Hong Kong by the People’s Republic of China.

His Royal Highness The Prince of Wales and the President of the People’s
Republic of China (PRC) HE Mr Jiang Zemin both spoke at the ceremony,
which straddled midnight of June 30 and July 1.

The ceremony was telecast live around the world.

</TEXT>

</BODY>

</DOCUMENT>

Figure 23: An example Document object

<?xml version="1.0" encoding="UTF-8'?>
<IDOCTYPE TABLE SYSTEM "/clair4/projects/cst/gulfair/judgement/sentrel.dtd">
<TABLE>

<R SDID="16" SSENT="3" TDID="43" TSENT="8">
<RELATION TYPE="18" JUDGE="Z"/>

</R>

<R SDID="2" SSENT="4" TDID="23" TSENT="5">
<RELATION TYPE="15" JUDGE="Z"/>

</R>

<R SDID="16" SSENT="6" TDID="19" TSENT="10">
<RELATION TYPE="4" JUDGE="Z"/>

</R>

<R SDID="23" SSENT="13" TDID="2" TSENT="7">
<RELATION TYPE="18" JUDGE="Z"/>

</R>

</TABLE>

Figure 24: An example Sentrel object
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15.1 Interjudge agreement and directional interjudge agreement

There are two scripts for measuring this. The first measures interagtgement regardless of the directionality
(ijagree.pl) and the second measures interjudge agreement and consideiadiliecti
The commandlines are straightforward:

Jijagree.pl sentrell sentrel2
and
Jijagree-dir.pl sentrell sentrel2
Given the example data we include in the meaitions directory, try
Jijagree.pl examples/MI9-Zhu.sentrel examples/MI9-jahna.sentrel

Part of the output from this is:

43-12-25-20 S
43-36-23-11 F
43-3-23-16 F
1-3-19-8 P

Figure 25: Sample output from ijagree.pl

This means that document 43, sentence 12 has an S relationship with docnsemt2nce 20. ijagree.pl
reports three different relationships:

e F—fully agree
e P— Overlapping judgement
¢ S— One says something, the other nothing.

As mentioned ijaagree-dir.pl reports specifically on directionality ofjjaénts. An example output from this
script looks like:

16-4-2-2 R
16-4-2-3 R
16-2-25-20 R
21-22-43-45 R

Figure 26: Sample output from ijagree-dir.pl

This means that two judges disagreed in the directionality of the retdtips between document 16, sentence
4 and document 2, sentence 2. This script ignores the specific CST retapidyyse.

15.2 Calculating connectivity

We have designed cstconnectivity.pl to calculate the CST connectivity eftaact
The syntax is/cstconnectivity.pl extract sentrel
So for example, by typing:

Jcstconnectivity.pl examples/gulfair3.extract.10 \
examples/judgements.sentrel}

one can learn that the connectivity of the extract and the sentrel is 2.
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15.3 Merging sentrel files

This is as straightforward as one would imagirajoin.pl sentrelA sentrelB

15.4 Extracting only certain types of CST relations from an extract

The syntax for this isubrelation.pl extract sentrel -rellist LabelList , where LabelList
is a list of CST labels, e.g. "1,3,7.”
So for example, if you type:

Jsubrelation.pl examples/gulfair3.extract.10 \
examples/judgements.sentrel -rellist 1,3,7}

a part of the output will read:

<R SDID="81" SSENT="42" TDID="87" TSENT="22">
<RELATION JUDGE="1" TYPE="1"></RELATION>
<RELATION JUDGE="5" TYPE="1"></RELATION>
<RELATION JUDGE="9" TYPE="1"></RELATION>
</R>

Figure 27: An example output from subrelation.pl

15.5 Calculating similarity with sentrels

We include in the sentrelutils directory of MEAD adhths a script called sim.pl. This has two functions. First, it
can take a cluster as input, and it will output the lexical similarity eetwall sentence pairs above a user-defined
threshold. It has four ways of measuring sentence similarity, bleunepgiord overlap and longest common
substring.

If the user provides a sentrel file, sim.pl will output precision and teeeed on the lexical similarity and the
information in the sentrel file.

16 New Rerankers in meadaddons

In the following, we present several new rerankers that we have dedfopMEAD. Zhu Zhang wrote a number
of rerankers for his work on Cross-document Structure Theory (C&19,although several of his rerankers
involve CST relations, there are some which don’t involve CST peffgeexample, cst-rerankers 3 and 4 rerank
articles based on the epoch time of the articles. All of these rerankers canrgkifdbBIN DIR/cst-rerankers. It

is also important to note that all hardcoded paths in the rerankers dhaltanged accordingly.

16.1 CST rerankers, generally speaking

The general syntax for these rerankers is:

mead.pl -p 2 -reranker "./cst-rerankerl.pl \
10000000000001/10000000000001.metadata \
10000000000001/10000000000001.sentrel" 10000000000001

Inside the double quotes is the syntax of the reranker itself, wHicbwrse can be different, depending upon
how the reranker is written.
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16.2 Source-based rerankers

News articles come from different sources, which may not be equally relmbidgeresting. Therefore the first
pair of rerankers reflects source preference. Specifically, we arbitrarily arfaagews sources in the order of
"CNN, ABC, MSNBC, USATODAY, FOX” and give each source an integer gtjovalue Delta, according to
its place in the list.

e Inreranker 1, the score of each sentenceisdaseasedy A, (source(s)).

e Inreranker 2, the score of each sentencedeigeasedby A (source(s)).

Rerankers 7 and 8 are very similar to rerankers 1 and 2 respectively, excepethatitalues are normalized
into the range between 0 and 1.

16.3 Time-based rerankers

The second set of rerankers reflects chronological ordering. Specifically, e dgfias the epoch seconds
corresponding to publication time of each article and use it to adjustrsemscores.

e Inreranker 3, the score of each sentencarsieasedy A;(source(s)). Therefore more recentinformation
is favored.

e Inreranker 4, the score of each sentencedeteasedby A;(source(s)).

Rerankers 9 and 10 are very similar to reranker 3 and 4 respectively, excepethatthlues are normalized
into the range between 0 and 1.

16.4 CST-based rerankers

With the aim of better understanding the role CST can potentially playeisummarization process, we also built
a set of CST-based rerankers that utilize human-labeled CST relationstaipslatively simple way. We view a
document cluster as a graph and each sentence as a node in it. Two sentences alog binksdfor now only
undirected) if they are CST-related. The number of arcs are determined nstheces of CST relationships
between the sentence pair. For example, if judge 1 finds one, judge 2 liireds and other judges find no
relationship(s) between two sentences, there will be four arcs linkingdlresponding nodes. With this graph
structure, each node (sentence) has a degree as defined in graph theory, andoyehgiadur scenario.

e Inreranker 5, the score of each sentenoeeeasedy A (S).

¢ Inreranker 6, the score of each sentende@easedy A.(S).

Rerankers 11 and 12 are very similar to reranker 5 and 6 respectively, excepethamalues are normalized
into the range between 0 and 1.

16.5 MMR rerankers

We also include an MMR reranker in our meaddons package. For a discussion of MMR, see Carbonell and
Goldstein [CG98]. The basic idea behind the use of MMR in summanizési that the user should be able to
select how much of the information space should be included in the sym@athe one hand, a user may want
a summary which focuses only on the central point or points but whickdras redundancy. On the other hand,
a user may want a summary which captures a broader view of the informatidrg very low on redundancy).
The main parameter in any MMR system is called lambda, which has a range df€etlat 1, the summary will
capture the most central sentences, and it will be redundant. As the user de¢théasaumber, the summary will
include sentences which offer a more diverse collection of information.

The syntax for mmr-reranker.pl looks like this:

mmr-reranker.pl $lambda $sim-function $idf

e $lambda is the relevance-weight that is used in computing new scores
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¢ $sim-function is the name of a MEAD function for computing sentenmodarity

¢ $idfis the name of the IDF DBM to use when computing similarity

In general, the sim-function is MEAD-cosine and the idf is enidf.
So, the command line for a 40% summary of cluster 1000000000000iH \we:

mead.pl -p 40 -reranker "./mmr-reranker.pl 1.0 MEAD-cosine enidf" \
10000000000001

We have also included an mmr reranker that allows one to choose a sumneabasad on the number of
words. This reranker is called mmr-reranker-word.pl.

17 New feature scripts
17.1 LexRank Feature Script

The LexRank feature script can be found in $BINR/feature-scripts/lexrank/LexRank.pl. LexRank is used just
as any other feature script and can be specified in a meadrc file or as a commarnuditine Bor example, the
following command will run LexRank on the GA3 cluster with its defqadrameters:

mead.pl -feature LexRank "$BIN_DIR/feature-scripts/lexrank/LexRank.pl" GA3

You may specify a bias file to LexRank to give preference to particular sententles cluster. Figure 28
shows the first few lines of a bias file generated for the GA3 cluster.

Each line in the bias file has the bias weight, cluster ID, sentence numigeseatence text separated by
tabs. The weight given to each sentence is normalized by LexRank, so yomesdyto specify the relative
weight of each sentence. The sentence text does not need to be specified and isaifelnle anly as a guide
for determining the relative importance of each sentence. To have the Lefduare generate bias files, see the
command line options below.

5 41 1 Egyptians Suffer Second Air Tragedy in a Year
2 41 2 CAIRO, Egypt -- The crash of a Gulf Air flight that killed 143 ...
1 41 3 Sixty-three Egyptians were on board the Airbus A320, which ...

Figure 28: Sample bias file for the LexRank feature script

The following options can be specified to LexRank.pl:

e -bias path
Specifies a bias file.

¢ -newbias path

Will create a template bias file for you to edit. If this option is specijfleaekRank will create the template
bias file and then run with the default values. To use the bias file createdxi¥ank, run mead with the
LexRank feature again and specify tiéas option.

e -jump value
Specifies the LexRank jump probability. “value” should be a float in #mege[0, 1]. Defaults ta0.15.

e -debug

Runs LexRank in debug mode. This means that the temporary files creatediarilewill not be cleaned
up after running. The files are created ifearank-datasubdirectory in the data directory of the cluster.
The following files are created: cosine.txt (the cosine similarity betvassi sentence), sentences.txt (a
flattened representation of the cluster), out.txt (the result of LexRamid bias.txt (optional, based on
whether a bias file is specified).
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17.2 Keyword based feature

A keyword feature script can be found in $BIDIR/feature-scripts/keyword/QueryPhraseMatch.pl.

This new feature script assigns weights to sentences according to keyamtdegular expressions it contains.
Meaning that this feature may be used for boosting up the score of ttensen that have critical importance for
the user. For example, the user may want to include all the sentences tlahthatname of a specific person
in the summary. One should be carefule to note that the regular sigmmegrovided should be PERL regular
expressions. The keywords and regular expressions are specified bgahin a query file in which the scrip
looks for the "KEYWORDS" tag. For example if | wanted sentances \giw up to have a weight of 1 while
sentances withfter s/heto have a weight of 0.5 the query file would look like:

<?xml version="1.0"?>

<IDOCTYPE QUERY SYSTEM "$MEAD_DIR/dtd/query.dtd”>
<QUERY QID="KF” QNO="1" TRANSLATED="NO">
<TITLE>

</TITLE>

<NARRATIVE>

</NARRATIVE>

<DESCRIPTION>

</DESCRIPTION>

<KEYWORDS>

\bgrew up\b;1;\bafter s?he ;0.5;

</KEYWORDS>

</QUERY>

For the complete query file please look at $BINR/feature-scripts/keyword/keywords. txt.

18 Converting HTML and text files to docsent and cluster format

We have included 3 scripts in the adds to MEAD which will convert HTML and text files to clusters. These
scripts are located in $BINDIR/addons/formatting. We are always working to improve these, solkchut the
MEAD webpage for newer versions. Depending on your needs, you sholyldeed to use one of the scripts, so
fret not.

18.1 Preliminaries

Before beginning, MEADADDONS_UTIL.pm must be in your perl lib path. In our environment, the comchan
to do thisis:

export PERL5LIB=$PATH:/clair6/projects/mead_addons/formatting

Further, you will need to set the absolute path of the dtd directorgbrSDTDDIR on line 18 of
MEAD _ADDONS.UTIL.pm

my $DTD_DIR ="/clair6/projects/ldc/documentation/dtd"”;

18.2 From text files to docsents and/or a MEAD cluster

The script for this is text2cluster.pl, and depending on your netedanibe called in a number of different ways.

1. if you have a file of unsegmented text which you want to convert tocaeht file:

Jtext2cluster.pl FILE

2. if you have a directory of unsegmented text files which you want teeroio a full cluster:
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Jtext2cluster.pl DIRECTORY

3. if you have a file of segmented text you want to convert to a docsenafill your sentences are segmented
with ‘\n\n ’:

Jtext2cluster.pl FILE "\n\n’

4. ifyou have a directory of segmented text files, which you want toextw a full cluster, and your sentences
are segmented by “the” (admittedly, not best choice ;))

Jtext2cluster.pl DIRECTORY ’\bthe\b’

5. finally, if you are preprocessing files for CIDR and you just want toredra number of text files to docsent
files without creating a cluster, you can do two things.
(a) create a cluster and just use the docsent folder
(b) create a simple driver which will run text2cluster.pl on each of titvidual files in your directory.

18.3 From HTML files to a cluster

As with text files, begin by putting the HTML files you want to conviara directory, and then call html2cluster.pl
on that directory. This does the same thing that text2cluster.pl dgespt that it has a preprocessing step which
extracts text from HTML. The commandline is the same and the resuéslly) should be the same.

We have also included html2text.pl, which converts HTML files to fias.

18.4 Caveats

See the README file in $BINDIR/addons/formatting for a description of how these scripts pidL and
segment sentences. In general, these scripts have been optimized to hasdigtickes, and so the default values
of the control variables are set to ignore a number of types of texydimay short sentences and spans of text
which do not end in a period, exclamation point or question mark.

Note especially the following variables in MEABDDONS UTIL.pm: $min.words, $sentends, $finatraw,
$spliton, and $htmibr_body.

19 CIDR: How to create document clusters

CIDR is our document clustering system. CIDR takes as input a listexf &ihd their paths and outputs those
files into directories based on the files’ similarities with each other. C¢bfipts and clusters can be found in
$BIN_DIR/addons/cidr.

19.1 How CIDR works
CIDR works with five parameters.

e cluster number. default: 0, range: any positive whole number. Thigsepts the first cluster number. If
you begin at 14, CIDR expects that clusters 1-13 already exist.

¢ threshold. default: .1, range: between 0 and 1. This value determinestdar slocuments must be to be
placed in the same cluster.

¢ word decay. default: .01, range: between 0 and 1. This value determines huklyapidr discounts words
which appear often.
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¢ keep threshold. default: 3, range: any positive whole number. Thisndietes the minimum nidf value of
words to be added to the centroid

e to keep. default: 10, range: any positive whole number. This deternfiaeaimber of keywords to be kept
in the centroid.

19.2 The details of running CIDR

To use CIDR, the following things are necessary:
1. nidf.dir and nidf.pag must be present in the target directory.

2. cidr.pl expects that the input files are in docsent format. Plain testghould also work, but we make no
guarantees

3. cidr.pl should be run in the directory where you wish the clustebe created.

The command-line for cidr.pl has some nuances.

Let's begin with the basics. If your file of document paths is named ALdl @dr.pl is at the same level, a
typical call to CIDR looks like thiscat ALL | ./cidr.pl

This creates all of the clusters in that directory, which can get a bit uglypraatically speaking, it is better
to create a directory below ALL and cidr.pl, and put the nidf.pag anddirdiles in that directory. Then just call
cidr in this way:cat ../ALL | ../cidr.pl

The order of the parameters is as given above. If you want to change any ddfthat dettings, you must
include the default values for those parameters up to the parameter yowowhange (going from left to right).

So, for example, if you wanted to have cidr run with a threshold od kkep threshold of 2, and a decay of .5,
you would have to 1) order them as they are above and 2) include thetdefamber of clusters,” which is here
0. This would then be the commandliret ../ALL | ../cidr.pl 0 .4 5 2

20 Running MEAD in Other Languages

MEAD can summarize Chinese clusters as well as English. We anticipate thatild not be hard to modify
MEAD to summarize French or Spanish clusters, for example. One woljchare to create an IDF database
and change the idf environment variable in MEAD.

20.1 Summarizing Chinese Documents with MEAD

NOTE: the Chinese summarization functionality is effectively in an akihge of development. It may break at
any time without warning. This example may not be exactly correct sxgdasonably close.

20.1.1 Preliminary Notes

We have provided routines for converting clusters of plain text &erdocuments into MEAD compatible data.
The only stipulations we place on document formatting are as follows:

1. You should know the encoding of the documents you are workintg. Wityou're not sure, a good rule of
thumb is as follows:

Simplified Chinese: GB2312

Traditional Chinese: BIG5

2. All of the documents in the cluster should be encoded using the ¢am#asd (i.e. don’t mix BIG5 and
GB2312 documents).

3. The documents should be word-segmented. Note: We used the sepatletp:// www.mandarintools.
comto segmentthe example. This segmenter is quite old, and we advisgfarbther one for best results.
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20.1.2 List Format

If you wish MEAD to summarize your documents as a multidocument clugbershould provide to us a file in
the following format:

<pointer-to-file1>
<pointer-to-file2>

<pointer-to-filen>

20.1.3 GB18030 Compatability

As of the writing of this document, the glibc implementation of igaalibrary which converts among different en-
codings is NOT fully compatible with the latest encoding standardePtople’s Republic of China (GB18030).
This means that many documents (I find about 1/4 on xin hua wang) frofo-dpte Chinese websites will crash
the conversion routines.

NOTE: GB18030 is backwards compatible (all GB2312 encodings map to the sanstehg), so many doc-
uments that are actually encoded in GB18030 are labeled as GB2312 documémtse Iflocuments contain a
character which is undefined in GB2312, they will crash the conversiontscrip

20.1.4 System Compatibility
1. Linux: Fully compatible with GB2312. Compatible with SOME {saof GB18030.

2. Solaris 7 and below: | have NOT gotten these to work on GB231% Wil be addressed ASAP. To test
your system try ‘iconv -f gb2312 -t BIG5 i

3. Solaris 8 and above: | haven't had a chance to test these. Sun claims thst&@2r02 patch) and above
are fully compatible with GB18030.

20.1.5 Running The Example

This example is a two-article cluster from xin hua wang (The web$§i@hina’s largest news agency). It discusses
Taiwan'’s decision to use "Common pinyin”. It is encoded in GB2312.

1. Goto $BINDIR.
% cd $BIN_DIR
2. Run the conversion script.
<LINUX USERS>
% ./make-CHIN-docsent.pl CHIN-example/commonpy.list GB2312

<SOLARIS USERS>
% ./make-CHIN-docsent.pl CHIN-example/commonpy.list gh2312

3. Edit the mead-config file.

You'll need to have the mead-config file in a directory that is writablgdy (chances are that $BINIR
is not). The rest of this example assumes that the mead-config file is maesgticonfig  and is located
in the current directory.
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<Change the cluster>
Replace TARGET="GA3" with TARGET="commonpy.list" in the
top-level MEAD-CONFIG element.

<Change the Language>

Replace LANG="ENG" with LANG="CHIN"

Replace "ENG" with CHIN" in the COMMAND-LINE attribute of
the Centroid FEATURE element.

<Change the IDF database>

Replace "enidf* with "cnidf' in the SCRIPT attribute of

the Centroid FEATURE element.

Replace "enidf" with "cnidf" in the COMMAND-LINE attribute of
the RERANKER element.

4. Run MEAD on the example.

Once the segmented documents are converted to docsent format and a clusterdiieiced (by the above
commands), you are ready to run MEAD using driver.pl:

% cat mead.config | ./driver.pl > ../data/commonpy/commonpy.extract

% ./extract-to-summary.pl \
../data/lcommonpy/commonpy.list.cluster ../data/commonpy/docsent \
../data/commonpy/commonpy.extract > ./data/commonpy/commonpy.summary

21 Training MEAD using Support Vector Machines

This section describes the data format and instructions for trainingeealdation for sentence extraction in
MEAD using Support Vector Machines(SVM). Note that training MEAD amts to little more than selecting
feature weights for MEAD’s classifier, thus any other toolkit that can l@alinear combination given training
data can be used in place of SVM.

21.1 Data Format

The format of training, tuning (development), and testing data anéasi The format is also similar to the data
format expected by the SVM package. Each data file contains cases or samples. Edetteeegponds to a
sentence and its feature values. Each sample is described by one line of reb@yghtax as follows:

<class> <feature-id>>:<feature-valuet <feature-id2-:<feature-value2 ...

<class> can be 1 or -1 representing the corresponding sentence is included ocluatei in the sample
summary.

<feature-idx> is an integer representing a feature id.
<feature-valuex is a real number representing a feature value.
Therefore, each record contains those features and their corresponding vakuparticular sentence. It also

contains whether or not the sentence is included in the sample summary.
Note that the feature values should be normalized so that the values Vedidye® and 1.

21.2 Porting

e Make a directory, e.g. trainahlmead which will contain all the data files and SVM package.

52



MEAD User Documentation

Download SVM package

Copy svmclassify.c to replace the original svoassify.c (save a backup of the original swhassify.c as
advised)

Compile the SVM package

Prepare the training, tuning (development), and testing data. Fiilvdata format described above. (Note
that the feature values should be normalized.)

21.3 Training

%SVM/svm_learn -j <cost-parameter> <training.data > <learned-model>

where:

<cost-parameteris a parameter by which training errors on positive examples outweigirsesn negative ex-
amples (default 1)

<training.data is the training data set

<learned-modet is the output learned model

e.g.

%SVM/svm_learn -j 5 training.data learned-model-j5

The above command invoke the training process using the trainindtdatang.data) with cost parameter 5.
The output of the learned model is stored in the file learned-modekjs.|&arned-model will be used in the
tuning and evaluation stages

21.4 Tuning (Development)

% SVM/svm_classify <train.dev.data> <learned-model>

where:

<train.dev.data is the tuning (development) data set

<learned-modet is the learned model obtained from the training stage

e.g.
% SVM/svm_classify train.dev.data learned-model-j5

This command invokes the classification process on the tuning data.d#&aitata using the learned model -
learned-model-j5. The linear weights of each feature are displayed. The acqnexigion, and recall metrics
are also shown.

Typically, one will conduct training using different parameters such ffardnt cost factors. Then invoke the
classification process for each learned model. One can choose the desired modehlzgsadicular metric such
as recall.

21.5 Testing

% SVM/svm_classify <testing.data> <learned-model>
where:
<testing.datz is the testing datalearned-modet is the selected learned model after tuning
e.g.
% SVM/svm_classify testing.data learned-model-j5
This command invokes the classification process on the testing datangtdata

22 JHU 2001 summer workshop and SummBank

As of the writing of this section, we are in the process of publigldata which was collected during the JHU
2001 summer workshop entitled, “Evaluation of Text Summarization @r@ss-lingual Information Retrieval
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Framework.” For updates on this information, pleasetgge//www.summarization.com/summbank
and for the final report from that workshdmttp://www.clsp.jhu.edu/ws2001/groups/asmd

Eventually, we envision SummBank offering a collection of summariastwtan be used as gold- standards
in evaluation. For now, SummBank 1.0 offers a portion of the totab@am of data collected during the JHU
summer workshop.

¢ Forty bilingual (Chinese and English) news clusters with 10 doctsneach, all formatted to be used by
MEAD. Many of the clusters include, sentjudges, sentrels and docjudges.

¢ Sentence alignment information from English to Chinese documentsiemgearsa.
e Human written summaries: for each cluster, 3 judges at 3 compression ratios.
¢ Single and multi-document extracts created from human sentjudge scores.

¢ Single and multi-document extracts created at numerous compressionlatios following automatic
methods:

— Alignment-based

— Greg Silber’s Lexical Chain-based
— Chin-Yew Lin’s summarizer

— MEAD

— Websumm

— Lead-based

— Random

e Docjudges, as ranked by SMART, for full documents and summaries created higdkie methods.

e Features: document features as calculated by the JHU2001 version of MEAD.
In total, there are 40 clusters (comprising 400 documents each in Emgiishinese), 360 human-written
multidocument summaries, 5520 retrievals and nearly 2 million extracts

To get the most out of SummBank 1.0, it will be helpful to have tloméiKong News Corpus (LDC2000T46)
available as well.

23 The MEAD Web site

The MEAD project’'s new Web page is at the University of Michigan. Allsiens of MEAD can be downloaded
there.

http://www.summarization.com/mead
The MEAD project also has an older Web page at Johns Hopkins UniversEBADW3.06 and below can
be obtained there. Additionally, this web page contains informationtethe JHU Summer 2001 Workshop, the

Automatic Summarization of Multiple Documents (ASMD) group, igstitipants, and their contact information.

http://www.clsp.jhu.edu/ws2001/groups/asmd

24  Frequently Asked Questions
24.1 Is additional MEAD-compatible data available?

All the data used at the JHU workshop will be released soon in conjuneiib the Linguistic Data Consortium
(LDC). Check the MEAD web page often, or better yet, subscribe to the MBailing list. See below.
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24.2 Isthere a mailing list for MEAD?

You betcha. Visit the MEAD homepage for subscription information:
http://www.summarization.com/mead

24.3 Can | contribute to MEAD?

Sure. Please send mail to the MEAD mailing list:
mead@majordomo.si.umich.edu

24.4 Do | need a license to use MEAD?

Not for the moment. Once we are beyond the beta stage, we will lookhig issue.

24.5 How can | get help?

Please refer to the MEAD homepage for help.
http://www.summarization.com/mead

If all else fails, send mail to the MEAD mailing list:
mead@majordomo.si.umich.edu

24.6 How can | make sure | understand the details of how MEAD works?
As an exercise, try implementing your own features (e.g., CueWord) orkena(e.g., MMR).

25 Demos

¢ NewslnEssenceh(tp://www.newsinessence.com ) NewsInEssence is a freely accessible news

search and summarization system maintain by the CLAIR group at the UiyvetdVichigan’s School
of Information. The CLAIR group also has strong ties to the Departroéilectrical Engineering and
Computer Science.

¢ Online MEAD Demo [ttp://tangra.si.umich.edu/clair/meaddemo ) The Online MEAD
Demo is a web interface to an older version of MEAD. The user can summarizengatsion his local
machine, generic text, or the contents of a url (or a combination ofraéjh

26 Future Work

Much work has been put into MEAD, but much still remains to be done:
1. Finish moving repeated code to library modules, e.g. SimWithféiadtire script.
2. Sentjudge as the output of MEAD.
3. Build MEAD API.
4.

Improve, e.g., MEAD::Extract::reagiktract by returning not only the sentrefs, but also the SYSTEM, RUN

QID, etc. in a hash of things.

5. combine driver.pl and mead.pl, moving most functionality to tHeAD API.
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11.

12.

13.
14.

15.
16.
17.

18.
19.
20.
21.

27

. pass datadir via stdin to feature scripts (and on to MEAD::Sentreadractsentfeatures) along with

cluster filename.

. Add choice of policies on feature caching: recompute, don’t save ondtigidausibility check, etc.

. Allow the user to specify that default features (Length, CentroiditiBos NOT be computed, perhaps

using a '-nofeature’ option in mead.pl

. Differentiate between weighted features and cutoff features, perhaps withgth-cut’-ish suffix.

10.

Enhance support for Chinese (and other language) summaries in m&agghould be relatively easy, as
all we really have to do is segment in a language-dependent way, and creadéd DFdatabases for other
languages.

Support summarization of plain text documents as input to me&akg@drate preprocessing made available
in recent addons release

Allow mead.pl to accept urls as input (MEAD could fetch the documentsandnarize them). Again,
integrate preprocessing available as standalone.

Make DTD’s better, more consistent (with each other), and make thiage sense.

Improve MEAD's robustness and error checking (check for errors imrred XML data from classifier,
reranker, etc.)

Build suite of regression and unit tests for MEAD.
Add relevance correlation to MEAD Eval; incorporate scripts availabiecent addons package.

Include evaluation of summaries (as opposed to extracts) with ¢drdsad measures on meadeval.pl;
again, incorporate scripts available in recent addons package.

Improve Install.PL.
Finish this document, including making sure that all example& {ild automated tests).
Fill in cross-references in this document, instead of saying, e.g.tH8e@d4EAD Architecture Section”.

... and for those that find recursion funny: Organize and pderitiis TODO list.
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A XML DTDs
A.1 cluster.dtd

<IELEMENT CLUSTER (D)*>
<IATTLIST CLUSTER
LANG (CHINJENG) "ENG">

<IELEMENT D EMPTY>
<IATTLIST D
DID ID #REQUIRED
ORDER CDATA #IMPLIED>

A.2 docjudge.dtd

<IELEMENT DOC-JUDGE (D)*>
<IATTLIST DOC-JUDGE
QID  CDATA #REQUIRED
SYSTEM CDATA #REQUIRED
LANG  (CHIN|JENG) "ENG">

<!-- LANG refers to the language of the retrieval process.
Thus, it is the language of the documents.
However, the original language of the query might be
different.
Look this up in QID. -->

<IELEMENT D EMPTY>

<IATTLIST D
DID ID #REQUIRED
RANK CDATA #IMPLIED
CORR-DOC CDATA #IMPLIED
SCORE CDATA #REQUIRED>
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A.3 docpos.dtd

<l-- DTD for POS tagged text -->
<I[ELEMENT DOCPOS (EXTRACTION-INFO?, BODY)>
<IATTLIST DOCPOS

DID CDATA #REQUIRED

DOCNO CDATA #IMPLIED

LANG (CHIN|ENG) "ENG"

CORR-DOC CDATA  #IMPLIED>

<l-- DID : documentid

LANG: language -->

<IELEMENT EXTRACTION-INFO EMPTY>
<IATTLIST EXTRACTION-INFO
SYSTEM CDATA #REQUIRED

RUN CDATA #IMPLIED
COMPRESSION CDATA #REQUIRED
QID CDATA #REQUIRED>

<IELEMENT BODY (HEADLINE?,TEXT)>

<IELEMENT HEADLINE (S)*>
<IELEMENT TEXT (S)*>

<IELEMENT S (W)*>

<IATTLIST S
PAR CDATA #REQUIRED
RSNT CDATA #REQUIRED
SNO CDATA #REQUIRED>
<l-- PAR: paragraph no

SNO: absolute sentence no -->

<I[ELEMENT W (#PCDATA)>
<IATTLIST W
C CDATA #REQUIRED
L CDATA #IMPLIED>

<l-- C is the POS category. L is the lemma -->

RSNT: relative sentence no (within paragraph)
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A.4 docsent.dtd

<l-- DTD for sentence-segmented text -->
<IELEMENT DOCSENT (EXTRACTION-INFO?, BODY)>
<IATTLIST DOCSENT

DID CDATA #REQUIRED

DOCNO CDATA #IMPLIED

LANG (CHIN|JENG) "ENG"

CORR-DOC CDATA  #IMPLIED>

<l-- DID : documentid

LANG: language -->

<IELEMENT EXTRACTION-INFO EMPTY>
<IATTLIST EXTRACTION-INFO
SYSTEM CDATA #REQUIRED

RUN CDATA #IMPLIED
COMPRESSION CDATA #REQUIRED
QID CDATA #REQUIRED>

<IELEMENT BODY (HEADLINE?,TEXT)>

<I[ELEMENT HEADLINE (S)*>
<I[ELEMENT TEXT (S)*>

<IELEMENT S (#PCDATA)>
<IATTLIST S
PAR CDATA #REQUIRED
RSNT CDATA #REQUIRED
SNO CDATA #REQUIRED>
<l-- PAR: paragraph no
RSNT: relative sentence no (within paragraph)
SNO: absolute sentence no -->

A.5 document.dtd

<l-- DTD for original, non-segmented text -->
<I[ELEMENT DOCUMENT (EXTRACTION-INFO?, BODY)>
<IATTLIST DOCUMENT

DID CDATA #REQUIRED

DOCNO  CDATA #IMPLIED

LANG (CHINIENG) "ENG"

CORR-DOC CDATA  #IMPLIED>

<l-- DID : documentid

LANG: language -->

<IELEMENT EXTRACTION-INFO EMPTY>
<IATTLIST EXTRACTION-INFO
SYSTEM CDATA #REQUIRED

RUN CDATA #IMPLIED
COMPRESSION CDATA #REQUIRED
QID CDATA #REQUIRED>

<I[ELEMENT BODY (HEADLINE?,TEXT)>

<IELEMENT HEADLINE (#PCDATA)>
<I[ELEMENT TEXT (#PCDATA)>
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A.6 extract.dtd

<I[ELEMENT EXTRACT (S)*>
<IATTLIST EXTRACT

QID CDATA #REQUIRED
COMPRESSION CDATA #REQUIRED
SYSTEM CDATA #REQUIREID
JUDGE CDATA #IMPLIED
JUDGENO CDATA #IMPLIED
RUN CDATA #IMPLIED

SENTS_TOTAL CDATA #IMPLIED
WORDS_TOTAL CDATA #IMPLIED

LANG CDATA #REQUIRED>
<IELEMENT S EMPTY>
<IATTLIST S
ORDER CDATA #REQUIRED
DID CDATA #REQUIRED
SNO CDATA #IMPLIED
PAR CDATA #IMPLIED
RSNT CDATA #IMPLIED
UTIL CDATA #IMPLIED>

A.7 mead-config.dtd

<I[ELEMENT MEAD-CONFIG (FEATURE-SET, CLASSIFIER, RERANKER
COMPRESSION) >
<IATTLIST MEAD-CONFIG

LANG CDATA #REQUIRED

CLUSTER-PATH CDATA #IMPLIED

DATA-DIRECTORY CDATA #IMPLIED

TARGET CDATA #IMPLIED >

<IELEMENT FEATURE-SET (FEATURE*) >
BASE-PATH CDATA #IMPLIED >

<IELEMENT FEATURE EMPTY >
<IATTLIST FEATURE
FEATURE CDATA #REQUIRED >

<IELEMENT CLASSIFIER EMPTY >
<IATTLIST CLASSIFIER
COMMAND-LINE CDATA #REQUIRED
SYSTEM CDATA #IMPLIED
RUN CDATA #IMPLIED >

<IELEMENT RERANKER EMPTY >
<IATTLIST RERANKER
COMMAND-LINE CDATA #REQUIRED>

<IELEMENT COMPRESSION EMPTY >
<IATTLIST COMPRESSION
BASIS (sentences|words) #REQUIRED
PERCENT CDATA #IMPLIED
ABSOLUTE CDATA #IMPLIED >
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A.8 query.dtd

<IELEMENT QUERY (TITLE,DESCRIPTION?,NARRATIVE?)>
<IATTLIST QUERY

QID CDATA #REQUIRED

QNO CDATA #REQUIRED

LANG (CHINJENG) "ENG"

TRANSLATED (YES|NO) "NO"

ORIGLANG (CHIN|ENG) "CHIN"

TRANS-METHOD (AUTO|MAN) "AUTO">

<l-- QID: unique query no, eg. 125-CA or 125-E
QNO: LDC query no for content, eg. 125
LANG: of query
TRANSLATED: is it an original query or not?
ORIGLANG: If translated, from which language (from the other
one, of course!)
TRANS-METHOD: Automatically translated or manually? -->

<IELEMENT TITLE (#PCDATA)>
<I[ELEMENT DESCRIPTION (#PCDATA)>
<IELEMENT NARRATIVE (#PCDATA)>
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A.9 reranker-info.dtd

<!-- DTD for input to rerankers -->
<IELEMENT RERANKER-INFO (COMPRESSION, CLUSTER, SENT-JUDGE)

<IELEMENT COMPRESSION EMPTY>

<IATTLIST COMPRESSION
PERCENT CDATA #REQUIRED
BASIS CDATA #REQUIRED>

<IELEMENT CLUSTER (D)*>
<IATTLIST CLUSTER
LANG (CHINJENG) "ENG">

<I[ELEMENT D EMPTY>
<IATTLIST D
DID ID #REQUIRED
ORDER CDATA #IMPLIED>

<IELEMENT SENT-JUDGE (S)*>
<IATTLIST SENT-JUDGE
QID CDATA #REQUIRED>

<I[ELEMENT S (JUDGE)*>
<IATTLIST S
DID CDATA #REQUIRED
PAR CDATA #REQUIRED
RSNT CDATA #REQUIRED
SNO CDATA #REQUIRED>

<IELEMENT JUDGE EMPTY>
<IATTLIST JUDGE
N CDATA #REQUIRED
UTIL CDATA #REQUIRED>

A.10 sentalign.dtd

<I[ELEMENT SENTALIGN (SENT+)>
<IATTLIST SENTALIGN

ENG CDATA #REQUIRED
CHI CDATA #REQUIRED
LANG CDATA #REQUIRED>

<IELEMENT SENT EMPTY>
<IATTLIST SENT

ORDER CDATA #REQUIRED
EDID CDATA #REQUIRED
ESNO CDATA #REQUIRED
CDID CDATA #REQUIRED
CSNO CDATA #REQUIRED>

<l-- ORDER: the pairwise number
EDID: english document name
ESNO: english sentence number
CDID: chinese document name
CSNO: chinese sentence number -->
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A.11 sentfeature.dtd

A.12 sentjudge.dtd

A.13 sentrel.dtd

<I[ELEMENT SENT-FEATURE (S)*>

<IELEMENT S (FEATURE)*>
<IATTLIST S
DID CDATA #REQUIRED
SNO CDATA #REQUIRED>

<IELEMENT FEATURE EMPTY>
<IATTLIST FEATURE

N CDATA #REQUIRED

V CDATA #REQUIRED>

<I[ELEMENT SENT-JUDGE (S)*>
<IATTLIST SENT-JUDGE
QID CDATA #REQUIRED

\Y

<IELEMENT S (JUDGE)*>
<IATTLIST S
DID CDATA #REQUIRED
PAR CDATA #REQUIRED
RSNT CDATA #REQUIRED
SNO CDATA #REQUIRED3

v

<IELEMENT JUDGE EMPTY>
<IATTLIST JUDGE
N CDATA #REQUIRED
UTIL CDATA #REQUIRED>

<IELEMENT SENT-REL (R)*>

<I[ELEMENT R (RELATION)*>

<IATTLIST R
SDID CDATA  #REQUIRED
SSENT CDATA  #REQUIREL
TDID CDATA  #REQUIRED
TSENT CDATA  #REQUIRED

<IELEMENT RELATION EMPTY>
<IATTLIST RELATION
TYPE CDATA  #REQUIRED
JUDGE CDATA  #REQUIREIL

>

D>
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